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ABSTRACT

This report provides redar designers with background information on how the idenlized
free-space rodar theory must be modified to toke account of refiections from the eorth's
surface. It is primariiy concemed with problems that arise in designing systems that ore
cirborne and contains discussions of the following topics: effects of refiections from the
earth on the signal received from an elevated target, implications of these effecte for
detoction and parameter estimation, effects of surface roughness, techniques for the re~

duction of clutter, scattering from the ccean, ond spherical-earth geometry.
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INFLUENCE OF THE EARTE'S SURFACE ON RADAR?

INTRODUCTION

The purpose of this report is to provide radar designers with background material on how
the idealized free-space radar theory must be modified to take account of the earth's surface.
This surface constitutes an important component ci the propagation medium and plays a signifi-
cant role in determining the extent to which a given design will prove successful.

For the radar designer, the presence of the earth's surface has two important implications.
First, due to the convexity of the surface, for any given height of the radar antenna, a portion
of the space above the earth will lie in shadcw. Second, due to the reflective properties of the
surface matcrials, a certain amount of the energy incident on the surface will be reflected and
scattered back into the space above it. Both effects must be evaluated in order to predict a
radar's performance.

Assuming that the carth exists in an atmosphere with a constant index of refraction (e.g.,
free space) so that electromagnetic rays can be drawn as straight lines, one can represent the
problem imposed by the earth's convexity as shown in Fig. 1. When a target i8 above the horizon

142020
DIRECT (LLUMINATION REGION
RADAR
HORIZON LINE

Fig.1. Horlzon limitation.

\caam‘s SURFACE

line, it will be illuminated directly. When it ia below the horizon line, it will be illuminated
only to the extent that diffraction takes place. Thus, if the function of the radar requires good
coverage near the surface of the earth, one must either {1} try to raise the height of the radar
antenna, thus extending the direct iliumination region, or (2) try to take advantuge of diffraction.
Each of these techhiques for extending low altitude coverage has certain advantages and dis-
advantages, and cach imposes strong constraints on the choice of radar parameters. For ex-
ample, to make use of diffraction, one must go to very low frequencies. On the other hand,
elevating the antenna an appreciable armount limits the size of the antenna that can be employed.

1 This report was originally intended for inclusion in a book. It is issued os o Technical Report because the pub-
lication of this book hos been unavoidably delayed. The information on which this report is bosed was cbtained
price to 1962 and no cttempt hos been mode to update it.
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If ¢ne takes into account the variability of the index of refracion, then a third possibiirty arises:

(3) one can att:mpt to extend the low zititude coverage by making use of atmospheric bend.ag
and sratiersng  This again implies strong limitations on the cho.ce of radar parsmsters nas-
much 23 cae must chouse parameiers for which there is suffici~nt bending and scotteping  in
general, whichi of these techniques will be most useful will depend on the specific tundction for
whirh the radar is being designed  In this report, 1t will be assumed that the raaar's funstion
15 10 detect arnd track arreraft ot the greatest possible distances, and that these antcraft may be
flying at low zlistudes as well as mgh ones  For this funcuon, the solution which has heen found
most succeessful 1s that of elevating the antenna, and 1t is this type of radar toward which the
present discussion will be orwented  More specifically, the discussion will be Iimited to con=
sideritions which aris @ in designing an airborne ecariy-warning and tontrol radar, and te¢ § henom-
ena which occur wnside the direct-illumiration region. Onls those problems will be consdered
which involve energy transmitted by the radar itself (au enposed 1o encrgy transmitted by cutsule
sources), and spe-nal cons:deration will be given to the case in which the radar and target are
cperating over water as orposed to land. It w.ll also be assumed that atmospherie conditions
are svch that the bending of the clectromagnetic rays duce 1o variations in the index of refraction
can be rectified by using an vauivalent earth’s radius.
Within the direct illumiration region, the most important phenomenon to he considered in
connection with the earth's surfave is that of scatteringt For many earth surtace materials and
many frequencies, only a sma!l portion of the incident energy will be absorbe:d and most of 1t
will be scattered back into the space above the earth. It is the existence of this scattered energy
that has caused *he direct-illumination region to be referred 10 as the "interference region™ In
general, at any given point on the earth’s surface, this scatered encergy will propagate i all
directions. The only directions of impertance to the radar, however, are the direction toward
the target (the "forward-scattered energy") and the direction npack to the radar artenna (the "hkacke-
scatiered energy” or "clutter"})., A schematic illustration of the forward- and backscattered en-
ergy is showr in Fig. 2. As far as oblawning infermation on the aircraft target is concerned,
whereas the forward-scattered energy is in many ways an advantage for the radar, the back-
scattered energy, being a jorm of interfereqce, is inherently a disadvontage. The relative
amounts of ene, gy scattered backward and forward will depend upon the detailed structure of the
region over which the ~adar is operaung, the parameters of the radar system. awl the geometry.
Assuming that the surface is perfectly smooth, one finds that the effect of the surface on the
target siynal is to creaws four possible round-trip paths over whirh the energy can travel from
radar to target anG back to the radar. ‘These four paths are illustrated in Fig. 3. Making use )
of images (and assuming for simplicity that ihe earth is 1lat), one can ;nteryret these four com-
ponent target zignals and the smooth-earth clutter signal as shown in Fig 4. According to this
interpretztion. the situation is similar o one in which there are two targets and two sources in
free space with the targets and sources constituting slaved pairs and with no scattering between
targets. As the surface becomes rougher. the images tend to spread out.
For certain purposes, the roles of the forward- and bac«scatiered energy in modifying the
received signal can best be visualized in terms of the {ilter concept  Letting X{w)} and Y(w} be
the complex speetra of the transmitted and received signals, and assuming that the system con-

sisting of the radar antenna and surrounding space ¢an e regarded as a fixed linear filter with .

a transfer function Sw), one can relate Yiw) 1o Xiw) by the equation Y{w) - S{w) X(«) (see Fig.5). ':,
— ;-Jf

§ Throughout this report, the word “scattering” wiil be 1sed to refar to oll enezgy which is not absorbed. ;?
R
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Letting Flw) be the space filter under the assumption thax there is no earth present, snd C{v)

the space filter under the assumption that tf exre is no target present, one can write Sw) =
Flw) E(w} + Clw), where Eiw) is the earth-mcdification factor for the target signai. In this
language, the introduction of the earth inte the radar problews is equivalent to the filter trans-
formation Flw) -~ Flw) Efw) + Clw), and the task of desuribing the influence of the earth on the
receivad signal Y{w} is equivalent te the task of describing the functivus Efw) and Clw).

The discussion tn this report will be divided into four main sections: I. Influence of a
Emeocth Earth; 1I. Genaral Remarks on Influence of a Rough Earth; III. Scaitsring From the
Qcean: and 1V, Spherical-Earth Forriulas. The main task in Sec.! will b~ 10 3how how the
Iree-spuce radar equation must be modified 10 tare in*o account the presenc. of the earth's sur-
face under the idealized assumption of specrlar reflection, and to point out some of the impli-
cztinns of this modification for varisus radar functions such as detection and height-finding.
inasmuch as the interlerence caused by the clutter siynal in the smooth-earth casc has ne im-
nortance for the airborne early-warning protiem (the source of the clutter signal being confined
to the specular point direcily beneath the radar}, the discussion in Sec.I will be devoted ex-
clusively to the target signal. Ir 3ec.ll, the assumption that the earth is smooth will be elim-
inated, and the effects of surface roughness on the radar-des:gn problem will be considerec
withovt reference to the particular scattering characteristics of the rough surface. In Sec. Il],
the rough surface wiil be spceialized to that of the ocean ana a Jdetailed deszcription will be given
of the scattering resulis for thic surface. In both Secs. Il and Ilf, attertion will be focused on
the problem of backscattering, the modifications of the forward-scattered energy being consid-
ered only vary briefly Finally, Sec. IV will contain a list of formulas relating the various
geometric variables whose values are needed in order to pi'eaicy a radar's performance once
the physical parameters of the situation have been adequately determined.

i. INFLUENCE OF A SMOOTH EARTH

As already stated, if it i3 assumed that the eurth's surface is a smooth, hommogensous
sphere, the total returned signal from an elevated target will consist of the sum of four com-
ponent signalg {DD, II, DI, ID), each of which corresponds to a particular round-trip path from
radar to target and back to the radar again. This signal will depend upon {aj the transmitted
3ignal, (b} the radar antenna pattern, (c) the target crosa section pattern, (d) the reflective
properties of the surface, and {e} the relative locations. orientations, and motions of the antenna,
terget, and earth.

A. Vertical-Plane Coordinates

If the orientations of the antenna and target are held constant with respect to some fixed,
arbitrary reference system, and the locations of the antenna and target are consira/ned to a
fixed vertical plane, all the geometric variables entering into the equation for the received sig-
nal will be determined by the locations of the antenna and target within this vertical plzne.
Ordinarily, in order to specify these locations, one would need to use { ir coordinates -- two
for the antenna and two for the targe:. However, since it has been assumed that the earih's
surface is a smooth, homcgeneous sphere, the returned signal will be independent of the par-
ticular portion of the surface over which the radar is operuting and will thus be determined by
only three corrdinates. Four vertical-plane coordinate systems which are of ireguent use




———

(see Fig. 6) are (h, H,d), (h,H, R), (h,¥, R}, and (h, &, R), where h = radar height, H = target
height, d = ground distance between radar and target, R = length of direct path, v - angle be-
tween direct path and horizontal at radar, and 4 = pathlength difference between direct and in-
girect paihs. Whereas the {irst of these systems is the most natural one from the vantage point
of the earth’s surface, the third and fourth are the most natural from the vantage point of the
radar: all the variables h, v, &, and R can be measured directly in terms of the signal re-

turned from the target.

" e

Fig. 6. Vertical=plone coordinores.

Assuming for purposes of illustration that the earth is flat, one has
a = (% +anm /2 _g

R - (a2 + (1 -m2)V?

2 2
y = sm.i (E—};—h') H - d =1 . {1}

(a/22  n%-(a/2)%

Assuming h/d and H/d are smali, one obtains the approximations

R:d o= S
v=—"§—-h H=— A/ZZU?_d . (2)
(h® = (a/2)%)

Spherical-earth relationships for these viriables, as well as other variables, can be found in
Sec. IV,

B. Complex Spherical-Earth Reflectior Coefficients

In order to give & quantitative description of the comporent signais along the paths II. DI,
and ID (see Fig. 3), it is necessary to compute the effect of the reflection process on the am-
plitude and phase of the incident rays. In general, the electromagnetic properties of the air
and earth that need to be evaluated for this computation are ihe permittivity €, the conductivity
o, and the permeability u  In the foliowing discussion. it will be assumed that p, €, and ¢
for the air are the same as for free space, and that y for the earth is the same as for free

space.

1 Plane Reflection Coefficients

Assume that the incident wave is o plane wave of wavelength ¥ and that the earth is flat.

For any vector z, let

o ——— e = = T s
. % -




h{Z) - component of z normal to plane of incidence (the plane
normal to the reflecting surface which contains the in-
cident ray)

v(Z) component of Z in plane of incidence
h [V(Z)] = component of v(Z) parallel to reflecting surface
V {v(Z)] = component of v(Z) normal tc reflecting surface.

Also, let

& = complex dielectric constant

= Ef— —-i60)g where ¢ and ¢ are evaluated for the earth sur-

o . . .
face material, € i8 the value of ¢ for free space, and A is
given in meters and ¢ in mhos/meter

f = unit propagation vector

§ = grazing angle

E - electric field vector

H - magnetic field vector
I‘h = reflection coefficient for horizontal polarization
I‘v = reflection coefficient for vertical polarization.

Using the subscripts 1 and 2 to denote the incident and reflected waves, one can illustrate the
cases of horizontal and vertical polarizations as shown in Fig. 7{a~b). Horizontal polarization
is defined by the condition h(I*-l‘) = Ei and vertical polarization by v(l-'li) - -f" Making use of the
above definitions and assumptions, one can show that the reflected wave will also be a plane

wave of wavelength A and that

&y -4,
h(E,) = T (E,) h(i,) = T _h(H,
WE,y) = =T {if, x [, x v(E)]} vii,) = -1, (i, x [i, x v(H,)]}

_ sing — (6 cosz“z/z . n(E,) _ v v(H,)l —h [v(H,)]
h oY% RE) VL) B i)

sind + (& —cos™ §)

/2 h(H,) v V(E,3 -k (VE,)]

il Sy "L b . (3)
Ve i) YMEN B VE)

Esind = {& - cosz ¢)

r z
&sind + (& - cos™ ¢)

v—

'3
2
& >> 1 (which is usually the case except for very dry ground), the formulas for I’

Note that if # = §, = ¥, is small, then ¥v = v so that v(’z-’:z) =T, v(Ei) and v(ﬁZ) B v(i’i,i). if
I and Fv
reduce to

r =sin;'~&3/2 r - {3‘1"2sind—i (4)
h o Ging + t_-_i/Z Vo eV Zgne 4 g

Note also that

lim Ty = lim T = —1 when & < =

-0 e

lim I“1 -—1 and lim I' -1 whend¢>0 . (5)
b b ¥

]
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Fig. 7. Reflection of a plane wave from o
plone surface: (a) horizontal polarization,
(b) vertical polarization.
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The variations of I'y and T with frequency and grazing angle for the case of sea water are shown

in Fig. 8(a-b). For a detailed discussion of these plane reflection coefficients, the reader is re-

ferred to Stratton.z

2. Divergence Factor

In the above equations for the reflection coefficients, it is assumed that a plane wave is i *-
cident on a plane surface. A more realistic assumption for propagation over the eartn is that a
spherical wave is incident on a spherical surface. A second-order "geometrical-optical® approxi-
mation has been worked out for this case by van der Pol and Bx'emm-:u".3 They have shown that
the reflection coefficient p for this case can be approximated by

p=2%r (6)

where 7, the divergence. is a purely geometric factor which describes the extra divergence of
a beam of rays due to the reflection from a spherical surface. More specifically,

= lim {x%) (7}
Q-0

where Q' and Q are the corresponding curvad and flat earth cross sections of the reflected
beam (see Fig. 9}, and 9 is the solid angle subtended by Q. Leiting « denote the equivalent
earth's radius, one notes that

09 g1 forallh, H, ¥. «
f+4asea*»® or h—=0 or H-0

£+-0asyp—-0 . {(8)

Unless ¢ is quite small, for most practical purposes, § can be approximated by unity. Ex-
plicit formulas for computing  can be found in Sec.IV.

3-42-4224
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Fig. 9. Divergence focter.
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C. Deccriptior of Received Signal in Frequesicy Domain

Assume for simplicity that (1) the transmiitting and receiving antennas are identical; (2) the
polarizaiion of the antenna i8 pure-horizontal or pure-vertical; (3) the antenna and target are
motionless; (4) the hypothesis of the reciprocity theorem is satisfied.] Let

t = time
angular frequency
c = velocity of light
£ = direct path D or indirect path |
g(t) = complex amplitude gain of antenna =valuated along !

8(!1. lz) = complex scattering length of target evaluated for incident wave
along (4 and reflected wave along ¢, (the target cross-section
o is re{ated to s by o = 4xis|?)

X = complex coefficient of exp(iwt) on transmission
Y = complex coefficient of exp(iwt) on reception

free-space component of Y (i.e., component of Y
resulting from path DD)

F = Yp/X = free-space factor
E = Y/Yp = earth-modification factor.

€
"

Y

F

The quantities g, s, X, Y, Y F, E, and p are all functions of the frequency w, and all but X
are also functions of the geometry. In order to simplify the notation, these dependencies wiil be
made explicit only where necessary. Assume also that {5) s{D, D) s(L, I} = sZ(D, I). [This assump-
tion will be sure to be satisfied provided the angle between D and I at the target is small with
respect to the angular variations in the target scattering length, for then, approximately, s(I.I) =
s(D, D) = s(D,1).]

Applying assumptions (1) through (5} {and assuming a refer...ce impedance level of one ohm
so that the power is given by the square of the =mplitude of the voltage), one can show that

Y = XFE = YFE (9)
where

F = lwA)]

} E=[1+Kexp(—~

_ 2iwR
3 exp ( -

wR

and Z and K are defined by

e 2 . Ropg(lsD. D)
z = $ %D s(D, ) K < (T} gD S(D-D)

The term K exp(—iwAd/) occurring in E is nothing more than the ratio of the complex signals
corresponding to the paths I and D. The DD componefn Y of Y is obtained from the term 1
in E, the II component from the term [K exp{~iwa/ c)] , and the DI and ID components {(which
are equal) from the term 2K exp(—wa/c). When E = 1 (i.e., K =0), Y reduces to the free~
space equation Y = YF‘ The precise role of each of the assumptions (4} through {5) in obtaining
the above equation will become apparent in Sec. {-] where this equation will be generalized.

Writing any complex number z as |z| exp(w ) and defining q by q = o - wA/c, one finds
that the guantities lY} and oy are given by

1For a discussion of the reciprocity theorem, ses, for exomple, Schelkunoff ond Friis

10
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where
2 |z 2 2 2
P2 20 e o e kP 4 2 K] cosal
w R

and

Py = Oxt Ot oy (11)
where

_ 2wR i} -4, Kl sin
YpE%z" ¢ ©f = 2tan (1+5Ri cosq)

Assume now that the physical properties of the antenna, target, and earth, and the orienta-
tions of the antenna and target, are held fixed, and that the locations of the antenna and target
are constrained to a fixed vertical plane. With this assumption, all the quantities entering into
the equation for Y can be regarded as functions of h, R, 4, and w. Ifh, R, and A are held
fixed and w is allowed to vary, the above equations constitute a description of the frequency
spectrum of the received signal for the given h, R, and A. Equation (9) gives the complex
spectrum Y(w), Eq.(10) gives the energy spectrum IY(..:)!Z. and Eq. (11) gives the phase spec-
trum wY(w). If w is held fixed and h, R, and & are allowed to vary. the above equations con-
stitute a description of how the received signal depends upon the positions of the antenna and
target within the vertical plane for the given w.

Assume in addition that attention is confined to a region of (h. R, 4, &) space in which
[K(h, R, A, w)| varies slowly in comparison to cos [q(h, R,4, w)]. Within this region, the earth-
modification factor E will be locally periodic in q of period 2r. Graphs of |E(q) |2 and wE(q)

for —x £ q < r and various fixed values of |K| are shown in Fig. 10(a-b). It is easy to show that

max IE((;)l‘2 {1+ |K|)4 occurs at q = 2nw

min |l-7(q)|2 s {1 - lKl)4 occursat g = (2n+ 1) »

ave |E(@% =1+ |K[*+ 4 |K[?

|E@]® =1 and ¢pq) = 0 when |K| =0

E(qi ] - 16 cos* (¢/2)  and opta) = q  when |K] - 1

]l-:(q)lz -1k} and opla) = 2q  when |K| - = . (52}

If attention is further confined to a region of (h. R, A, w) space in which wh'(h' R, 4, w) is slowly
varying in comparison to wd/c, then q. and therefore E, will be locally symmetric in w and
A. This implies that w and A play dual roles in the modification of the free-space signal im-
posed by the presence of the earth. (They do not, of course, play dual roles in the total re-

ceived signal Y since they do not occur symmetrically in YF') Letting A remain fixed, E is
periodic in w of period 2rc/A with a phase determined by 'pK(A)' Letting w remain fixed, E
is periodic in A of period 2rc/w with a phase determined by wK('w). This duality between w

and A will be referred to again below.

11
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One important case in which K is approximately constant over a sizeable region of (h, R, 4, w)
space, and the equation for E becomes particularly simple, is that in which (1) the polarization

is horizontal, {2) the reflecting surface consists of sea water, and (3) the antenna and target both

have broad vertical patterns. In this case, for a fairly large region of (h, R, A, w) space, one

has, approximately, p = —1, R/(R + A) = 4, g(I}/g(D) = 1, and s(D,1)/s(D,D) = 1. Thus K = -1
and

iwd,, 2

E={1-exp(- '—5—”

2

|E| 16 sin4(%§—) S -}

Op = c . (13)
D. Description of Received Signal in Time Domain

Let x(t), y(t), and yf(t) be the time-domain counterparts of X{w), Y(w}, and YF(“’); x(t),
y(t), and 'if(t) be the complex representations of x(t}, y{(t), and yf(t); X(t), ¥(t), and ?f(t) be the .
complex modulations of x(t), y(t), and yf(t) around W, Thus,

Yl = o= S:w Y(w) exp (iwt) dw
yit) = E:— Y{w) exp (iwt) dw

(o]

yi{t)= -21; ( Y{w) explilw -~ w 1] dw
Yo

y(t) = y(t) exp (iw )
y(t) = 2 Re [F(1}] - 2 |F(t}| cosfw t + o5l (14}

and similarly for x(t)
quency span of X{w).
(14), one obtains

and yf(t). Assume nc v that Z{w)/w and K(w) are constant across the fre-~
Writing these constants as Z/wo and K, and making use of Egs. (9) and

- . 2 = 2R 2. _ 2R _22 oy _ 2R _ A
yit) = 5 [x(t = )+ KOX(t = = - Z2) + 2K x(t - == - 2]
w_R
o]
2iw R 2iw A
P A o ~, _ 2R 2~ 2R _25 o
y(t) = " RZ exp(- ps )[x(t —C ) + K X (t —C —-c ) exp (-- p )
[o]

c ¢ c

iw A
r2k xR0 - 2B _ 5 exp(-— 0 )] (15)

The equivalent free-space equations [i.e.. the equations for ,'v'f(l) and if(t)l can be obtained from

these equations by setting K = 0. If 4 is sufficiently small to allow one to ignore its effect on

the modulation function X{t) [i.e., exp(-iwA/c) 18 constant across the frequency span of X(w)), "
then the equation for §(t) can be simplified to

Fio - & - 28 Flo ) Blw) (16)
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The complex time-domain equivalents of the equations Y{w) = YF(w) E! ' and Y;‘.(w)
X(w) F(w) of Sec.-C are given by the convolution products

() = Fylt) - &) Felt) = X(t) - () (17

where (1) and e(t) are the complex representations of the inverse tranaforms of F(w) and E{w).

Insofar as their effects on ¥y(t) and Yf(t) are concerned, f(t) and &(t) can be approximated by

ity = —2— 8(t — Ecﬁ)

2
woR

S(1) = 8(t) + K 8(t - Ef-‘) + 2K 8(t — %)

(18}
where 8(t) is the Dirac function.
Letting A.’.‘( 7} and Ai( 1) denote the complex autocorrelation functions
0 1 L] >
A_(7) = S X#() R(t + 7 dt = 5 S‘ | X(w}]® expliwT) dw
X o T Jo
° 1 2
A_(r) = S FE(U) ¥t + 1) dt = 5— | Y(0)|© explioT) dw (49)
y ) w 2n b
one can show that
2
_z| 4 2 2 28 22 2a
o
2 A -
+2K(1 + KD Agr - D)+ 2k* (1 + [K[D) Ajlr+ D) (20)

The autocorrelation function Ai(r) is the complex time-domain representation of the output of a
filter which is matched io the earth-modified input signal. The autocorrelation functions Ay(r)
and Ay('r) [defined in a manner similar to Ai( 7)} are related to Ay( 7) by the formulas

AT(T) s Ay(r) exp(iwo‘r) Ay(‘r) = 2 Re [Ay('r)] (21)

E. Relations Between Free-Space Signal and Earth-Modification Factor

Let 8 denote the bandwidth of YF(w) and T the duration of yf(t). To the extent that the tar-
get is a simple point target (i.e., the impulse response of the target is an impulse), 8 and T
will, in most practical systems, be determined primarily by the transmitted signal X. Assum-

ing that K(w) is slowly varying across 8, one sees that E(w) will be locally periodic in w of

period 2rc/A and the number of cycles in 8 will be 8A/2xc. In the event that A8/2xc << 1, E(w)

will be approximately constant across \’F(w) and the effec: of the earth will be merely to multiply
YI-‘(“’) by a constant. if BA/2xc >> 4, then E(w) will go through many cycles within 8 and the
effect of the earth will be to change the shape of Yelw) If YF(w) is such that 8T = 2x [e.g., yf(t)
is a simple pulsed sinusoid}]. the condition BA/2xc >> 1 is also sufficient to ensure that E(w) will
be varying much more quickly than \'F(w) within 8. If, on the other hand, 8T >> 2» and YF{w)

contains fine structure within 8 {e.g., yf(t) is a pulse train], then in order to ensure this result

14




s

one must impose the more stringent condition (2%/T) &/2x¢c = 4/Tc >> 4. Schematic illustra-
tiona of the two extreme cases §4/2xc << 1 and A/Tc > i are shown in Fig. ii{a-b}. {A precise
picture of a single cycle of E(w) has already been presented in Fig. 10.] A slight change in 4,
i.e., a change of the order of A/2 = 2c/w, will have the effect of shifting the phase of the E(w}
mcdulation with respect to YF(w). Whereas in the A/Tc >> 4 case, such a phase change will be
relatively unimportant, in the §A/2xc << 1 case, it may be extremely important. For example,
if |K| is close 10 unity and A is such that Y plw) is centered on a minimum of E(w) (often re-
ferred to as a "null"), then Y{w) will be approximate.y zero. Inasmuch as A -~ 0 as the target
approaches the horizon, the case 8A/2zc << { will always be important if the radar ic required
to provide coverage at low altitudes. Inasmuch as the maximuin value of 4 is 2h, whether or
rot the case &/Tc >> 4 can occur will depend on the paramzter 2h/Tc.

The above remarks on the relation of the free-spzce signal to the earth-modification factor
have all been stated in the frequency domair.. Corresponding remarks may be made in the time
domain t (the cenjugate of w) and in the pathlength-difference domain A (the dual of w). In the
time domain, y{t) will, in general, have five different sections corresponding to five different
intervals on the time axis. Assuming fur simplicity that yf(t) has a rectangular envelope, one
can illustrate these sections for the two extreme cases A/Tc << 1 and A/Te >> 1 as shown in
Fig. 12(a-5). Whrether or not there will be any overlapping between the pulses corresponding to
the paths DD, 1I, and (DJ, ID) depends on whether A/Tc > 1 or &/Tc < 4. (If 1 < A/Tec <2, then
only two of the three pulses will overlap at any one time. If &/Tc < 4, then all three will over-
lap.) The value of the envelope of y(t) in the overlapping sections will depend upon the frequency
and phzee of the carrier. If A/2xc << 4, then y(t) will consist almost entirely of the result of
three overlapping pulses and the envelope will be constant during this overlap, its value dep. -
ing upon the precise value of A. If A/T:>> 4, then the pulses will be widely separated and the
precise value of A will be unimportant. If 8T >> 2¢ and conditions are such that 8&/2xc >>
and &/Tc << 1 simultaneously, then the pulses will be strongly overlapping and the envelope will
be modulated in the overlapping section.

| XTI ]
i
""""‘l‘~\\ ____._! |
IS ~ |
B S YRS
(o)
|
!
I
| |
i | ]
(»
Fig. 11. Relation of | Yf(w) .2 to IE(u)Izz Fig. 12. Five sections of y{1): (a) A/Tc << 1,
(o) BA/24c << 1, (b) 8,/Te >> 1, ®) A/Te>> 1.
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Turning attention to the dual domain A, assume now that h, R, and w are held fixea and

consider the relation between the functions YF(A) and E(4). The dual of the bandwidth g8 of
F(‘") is the width 8' of YF(A) and the dual of the time duration T of yf(t) is the width T' of

the Fourier transform of YF(A) Inasmuch as Y depends en A only through the product g s,
if s is assumed independent of A& across the wxdth of g (A), then B' gives the A-width of the
square of the antenna function. Similarly, if g is assumed independent of & across the width
of s(A), then B8' gives the A-width of the reflectivity pattern of the target. The dual of the as-
sumption that K(w) is slowly varying across B8 is the assumption that K(4) is slowly varying
across ', and the duals of the parameters B&/2xc and A/Tc are the parameters B'w/2x. and
w/T'c. The parameter 8'w/2xc gives the number of cycles of E(8) in B! and the parameter
w/T'c determines the relation between the period of E(A) and the fine structure in YF(A).

Assume now for simplicity that the earth is flat and that h/H and H/R are sufficiently small
to approximate A by A = 2hy (see Sec.I-A). Ignoring the factor 2k, one then observes that (1)
YF(A) o« g~(A} s{A) can be interpreted as the complex two-way antenna pattern of a hypothetical
antenna; (2) B' equals the angular beamwidth of this pattern; (3) the variable conjugate to A
(the dual of t) is the distance along the aperture of this antenna; (4) the Fourier transform of
YF(A) {the dual of yf(t)l is the current distribution along this aperture; (5) T' is the maximum
extent of this aperture. Schematic illustrations of the two extreme cases 'w/2rc << 1 ana
w/T'e >> 1 can be obtained from Fig. 11 by merely replacing 4, w, § and T by w, 4, 8' and T',
respectively. The case g'w/2xc << 1 corresponds to a situation in which the antenna gain pattern
or the target reflectivity pattern is highly directional compared to the E(A) modulation, and the
case w/T'c >> 1 corresponds to a situation in which both of these patterns are broad and smooth
compared to the E{A) modulation.

Aithough, in general, the cxistence ofthis duality between w and & in E canbe very useful,
.n actually applying this duality to concrete problems, it should be remembered that w and A

Y

oo asduals in E only tothe extent that they occur asduals in K. Inthe abovediscussion, this

-

uuality in K has been ensured by assuming that K is slowly varying over the relevant regions of
w and A. In a particular application, however, the assumption that K is slowly varying in w may

be valid, whereas the assumption that K is slowly varying in 4 may not be valid, and conversely.

F. Modifications in Received Signal Due to Motion of Antenna and/or Target

In the above discussion, it was assumedthat the antenna and target were stationary. Atten-
tion wiil now be givento some of the effects introduced by relaxing this assumption. Assume first
that (1) the crientations of the antenna and target are fixed; (2) the translational velccities of the
antenna and target ars small; {2) A is smalil. [A more precise statement of assumptions (2) and
(3) will be given in Sec.I-I.] Let

R(t) =R + cR't , where R' = dR({d(
Alt) = A+cA't , where A' = dAc/d‘

Y(w, t) = component of received signal corresponding
to transmitted component X{w) exp (iwt)

7F(w, t) = free-space component of Y(w, tj .
Flw,t) = ?F(w.l)/X(w) = free-space factor

Elw,t) = _Y-(w,t)/?p(w,t) = earth-modification factor.
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It can then ke shown (see Sec.1-1} that

Yi{w, t) = X{e) Flw,t) E(w,t) = ?F(w,’.) E(w, 1)

where
= Z(w) . 21
Flw,t) = -—i—{“—i— exp{iw [(1 -2R") t = (1 = R") T"}

w

- 2
E(w, 1) = {* + Klw) exp [~iw(A't + -ﬁ-)l}
One sees that 2wR' is the Dopple: shift along DD, 2w(R' + 4') is the Doppler shift along H

and w(2R' + A'} is the Doppler shift along DI and ID. The term wd’ is the Doppler beat between

D and 1.
Assuming that the Doppler shifts can ke ignored in the evaluaaon of Z(w)/« and K(x). one

finds that \he complex spectrum corresponding to Y(w.t) is given by
(1 -R") (ZR/c)'
4 - ZR'

Y(w) = Z(Q:Z) {X(i __wZRT) exp [—iw
wR

{1 -R") (2R/c) + ?.A/cl

2 w .
+ KW Xlg—gpr—za0) @Xplmle 1R —za
+ 2K(w) Xig o) exp (-l UEBLERA L)y (23

The first term in this equation represents ihe signal due to DD [i.e., the free-space signal Yl,(u:)l.
the second the signal due to II, and the third the signal due to DI and 1D. As in the static case
Y{w) can be factored into the products Y{w) = X{w) F(u) Flw) = YF(“’) E{w) by merely defining the
free-space factor F and the earth-modification factor E by the ratios F = YF'/X and E = Y/Y

w, (WA) ) (IOZA)

v I wpl1+28)

w (148}

(b)

Fig. 13. Effects of translation. Reiations omong the energy spectra for components
DD, Dt, ID, and 1I: (a) qu'/B > 1, (b) qu‘T/Zu <« 1.

Letting w  denote the center frequency of ¥l -an illusirate the two extreme cases
wOA'/ﬁ >> 1 and wq.&'/(Zr,/T) 2 wOA"I'/er << 4 as shown in Fig. 13(a~b}). When .o()_‘.'/[} >> 1, the
II, and (D!, 1D) wiil oe separated in frequency and the energy

one ¢

signals along the three paths DD,

spectrum will be given by
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When woA'T/Zr << 4, the Doppler beat a;GA' will be small even with regpect to the fine structure
in YF(w) and can be ignored. In this case, letting qlw) = wK(w) - wd&/c{1 -~ 2R'), one obtains

Y(w) = YF(w) E(w) (25)
where
Yotwi = 29 XY expl-io U —1R_)z§ZR[c)]
@R
E(w) = {1 + K{w) exp({~iw 19 5 )l‘2
and
1Yt = 1Y oo P | Elw) (26)
where

2
< 2 _ |Z{w)] w z
| {:.‘(w)l - wZR4 IX( 1 - 2Rf)|

B = 1+ [Kiw) | + 21Kiw)] cos glwl’

In this case, the etfect of the earth on the free-space equation is identical to the . atic case ex-
cept for the factor 1 — 2R' occurring in the function exp [—iw(d/e)/(1 - 2R")}. Thus, the pre-
vious discussica of E applira without change except for the contraction factor 1 ~ 2R'. In many
cases, the effect of this comraction factor on E can be ignored. Assuming that Z(w)/w and
K{w) are constant across X(w) (and approximating 1 — ZR' by 1 in the amplitude), one finds that
the equation for the complex time functicn ¥(t) corresponding to Eq. (23} for Y(w) is given by

§it) = —Z5 (%101 -2R) t— (1 —R) B+ kPR -2R —2a01-(1-R) B - 2
wo ¢
+2KR[(1-2R —aNt-(1-r) B -2y (27)

Relaxing the stationarity assumptions still further, assume now that .he antenna is scanning
and/or the orientation of the target is changing. If these mctions are slow with respec! o the
round-trip time 2(R + 4)/c for II, the complex iime function y{t} will ke given by the same for-
mula as that shown in Eq. (27) except that K = K(wo) and 2 = Z(uo) musgt now be replaced by
K= K(wo. 1) and Z(wo, 1) in order toc account for the tire variations in ihe antenna factors g{D, w )
and g(l, wo) and the target factors s(D, D, wo) and s{D, I, wo). The corresponding spectrum Y(w)
can then be obtained from Eq. (23} by revlacing Z(w) and K{w) by the Fourier transforms of
Z(wo,t) and Klw _, 1), and by veplacing the multiplications of X(w}, Z(w), and K{w) by convolutions.
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G. Total Received Energy and Energy Coverage Diagram

‘i'ne energy (YY) 1in the recerved signal Y 1s given by

av) - b vt - S y2 at = A, (0)
-y - ~
a0 o0
= %S,, IY(w)l‘2 dw = 2 S IY(t)lz dt = 2.‘\9(0) . (28)

Although, in general, actually computing 2(Y) will be a rather complicated task, there are a
number of important special cases in which this computation 1s particularly simple and the re-
sults are both pracucally significant and intwitively reveahing. The formulas for 2(Y) in these

special cases are given by
QY) ay,) () = @evo) (1 + [K]? + 21K] cosql

2(Y) = 20 ) ave | B = (v p) (1 + [K[* + 4]k (29)

where q - O " wd/c{t - 2R") and !li(q)§2 has been described in detail in Sec.1-C.  In both of
these equations, it 1s assumed that K(w) is constant across 3 The first of these eguations s
valid provided that both of the following conditions are satisfied: (1) the Doppler beat .qu' can
be 1gnored (i.e., wo'_\”l'/er << 1); (2) Elw) is constant across g (r.e., BA2r << 4). ‘The second
of these equations is valid provided either one of the fcllowing conditions is satisfied: (3) the
Doppler beat ‘.:OA' is large (1.0.. moA'/,? >> 1); (4) E(w) varies much more quickly than Y (w)
across 3 {i.e.. &/Tc > 1). The second equation can also be interpreted as giving the average
cnergy in Y for a situation in which conditions (4) and (2) are satisfied and in which the &-
coordinate of the target is defined probabilistically with all A's within a given cycle of E having
the sume probability

If all the parameters in Q{Y) are held constant except the location of the target, the locus
of points which satisfy the equation 2(Y) = C (U a cons.ant) defines a surface in space referred
to as a coverage contour. By definition, this surface has the pronerty that whenever a target
with the specified cross section is located at any point on this surface, the returned energy wili
be equal 10 the constant C.  Although these contours contain no new information and are merecly
transformations of the energy equation from which they are derived, insofar as the radar's per-
formance is a function of the received energy. they are useful in helping one to visualize the
regions of space in which a specifiea performance can be expected to occur. An illustration of
the effect of the earth on a vertical slice of this contour is shown in Fig. 14(a-b). The curves in
Fig. 14 bave been computed assuming that (1) the antenna and target are isotropic (i.e., |g| and
|sl are independent of angle); {Z) the earth is flat; (3) T - —1; (4) Zrc/wo(l —2R') = A = 10 cm;
(51 h  15.00011; (8) R(V)/R(Y ) R?

lobes on one side of the antenna is given by inax 8)/A = Zh/\ and. assuming that (h + H}/d is

- 10"8 (R mezsured in nautical miles). The total numbe,s of

small, the angular spucing between the lobes is given by A/2h. The amplitude of the lobing
modulation in this figure is given by |R| = R/(R + &) = [d + (h = HZ Y/ 2/(a® + th + HE V2 2nd
the phase of the modulation is given by o = x.  The modulation in the received signal caused by
the target's moving through these lobes is exactly the same modulation as that which has been

desceribed previously in terms of the Doppler beat woA'.
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H. Implications for Detection and Parameter Estimation

In previous sections, an analysis has been given of how the signal received frem a target
is modified by the presence of a perfectly smooth, homegeneous earth. In this section, 2 few
remarks will be made on the implications of this analysis for the tasks of detection and param-
eter estimation. In discussing these tasks, it wili be assumed that the target is a point target
and reference will be made to two types of signal-processing systems: one matched to the free-
space signal \ - (denoted ’1 .) and one matched te the earth-modified signal Y {(denoted Y‘ In
general, whereas the receiver in Y will consxst of a filter bank of two dimensions, one for
range and one for Doppler, the ﬁlter bark in '1 must have additional dimensions in order to
account for the factors K and 4, as well as the Dopplcr beat w, A'. The a')phcauon of Q
YF and to Y. and of Y to Y will be denoted by 't YI-" YF -+ Y, and Y - Y, re specuvcly.
The extent of the mismatch \I Y. and whether or not the deterioration in performance re~
sulting from this mismatch will outweigh the additional ecmplexities invelved in the construction
of ’\) will depcnd on the spccific situation. In the event tha! A/ 2rc << 1 and w A T/2% << 1,
the two systems Y ana Y F differ only by a complex consiant. Inasmuch as the over-all ampli-
tude and phase are selden matched by the recewver in practice anyway, this difference is a
trivial one. If. on the’\other hand, either §4/2x¢c>> 4 or wOA"I‘/Zw >> 1 so that ?F resolves the
components of ¥, and YF - Y gives the appearance of three distinet targets (84/2a¢ >> 1 implics
the components wiil be resolved in range and wOA' T/722 >> 1 nmplies the components will be re-
solved in frequency}, taen the misniatch can be quite significant  One can, of course. attempt to
operate further on Qi - Y by making use of one's a priori knowledge about the effects of the
earth, but these further operations {whether they are auytomarted er ake place in the human brain)
constitute nothing more than an attempt te exiend ‘1 to ? and o Lons:ruu ? Y.

Irc the event that BA/2wxc << ¢ and w A'T/Zr << ‘ {in which case Y and \‘I‘ are essentally
the same), the change in detection pe rbrmc.me caused by the earth's presence will be deter-

ik

mined by the energy ratio Q(Y)/'Q(YF) = ={%+ [i\fz + 2}K| cosq)z. If the indirect ray 1s
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much weakr than the direct ray 3o that one can make the approximation K = 0, then this ratio
ail §. If ihé ndireci ray is of suificient sirength compared to

i1} be approximatsly unlly for
the direct ray to make [K| » Z {e.g., the antenna gain {8 greater along 1), then this ratio wiil be
reater thi a unity and the detection performance will be improved for all vaives of q. 1f 0 <

n whether or not this ratio {2 greater than unity will depend on q. In this latter
agp, whgiher or not the av&rage detestion performance will he improved will depead upon the

i
A
L
-

U — iy

distributica of values of g {cither probabillstic or time varying), and upon which portion of the
probehility-of -detsziion gPﬁ)-vs-signal-to-xﬁoxse-ratio {S/N) curve is bemg uged. If the values
of g osn be ussumad to occur uniformly so that ave [E!Z =1+ K4 -ﬂz{( , and the S/N ratios
for these values occur in a region of the P (S/N } curve where the curvature is non-negative so
t ave F .g::/ N} 3 Plave! S/N}, then the average detection performance will be improved for all
values of EK' > 0. i, on thz other hand, either the target triee to hide in a null of the lobe pat-
taen by flying a path of appropriate 4, or the S/N ratios occur in a region where the curvature
of 7 I8/N) is negetive ac that ave Pd{S/ N)<P glave S/N), then the detection performance may
detericrate. {Note that in the case of horizontal polarization and a surface consisting of smooin
sez waier, the iarget can remain in a nuli by merely flying close to the surface.) Inasmuch as
rmost Pd{“‘/ N) curves have positive curvature at low S/N ratios and negative curvature at high
S/N ratios, the coadition ave P d(S/ N 3 Pylave 5/N) is likely to be relevant to early warn...g and
the condition ave P d(S/ Mi<P d(ave S/N} to high quality tracking. In order to defend against this
poasible deterioraticn in detection performance, one can make use of one or more of the follow-
ing devices: {1) a high center freguency {(which reduces the size of all the nulls and makes it
harder for the target te hide}; {2} a variable center frequency (which permits the radar "operator"
to try io track the target in frequency and force it to remain in 2 maximum); (3) a broad-band
signal {which averages out all but the lowermosat lobes}; {4} a shift in polarization (which shifts
the phase of the lobe pattern). Which of these technigues will be the most useful will depend
upon the target's tactics and upon the specific function the radar is intended to fulfill.

In the event that BA/2xc > 1orw o2'T/2x 3> 1 and the signals along the three paths DD, II,
and (DI Dy are resolved by YF. it is clear that the detection performance dp for the three
cases ) Y, Y - Y, and Yl" “F wiil satisfy the inequality dp(Y Y)> dp(Y dp(Y
independent of the values of |K| and w and independent of the cho:ce of flight path The relatlon
dp(? Y) dp(Y - Y) foll ws from the definition of the matched processing system, and the re-
lation dp(Y dp{Y F) follows from the fact that YF is a component of Y which is
resolved from the other components. {In order io make precize statements about the detection
performance, one must, of cource, speciiy the signal-processing systems QF and :x\ in detail
and compute probability-of-detection-vs-probability-of-false-alarm curves.)

’

-o

Yo

In addition to affecting the radar's ability to detect a target {i.e., to determine its existencel},
the presence of the earth also aifzcts the radar's ability io estimate various characteristics cf
the target. According to Eq. {23}, the parameters that enter into the earta-modified gignal Y
which do not occur in the free-space signal YF {and es:imates of which would occur in the ocut-
put of Y) are the parameters 8, A', and K. Locking at Eq. {9} for K, onc observes that if the
location of the target and the reflective properties of the surface are known, one can use Y to
estimate the variable s(D, 1)/s(D, D) and thereby obtain information on the vertical scattering
pattern of the target. In most practical cases, however, this estimate is likely to be extremely
noisy (particularly when a rough reflecting surface is considered). Attention will therefore be
restricted to the parameters A and A'.
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With the ordinary search radar visualized in free space, the only variables describing the
target's position and velocity within the vertical plane that can be measured with any degree of
accuracy and reliability are the rance R and the range rate R' In crder to determine furiner
coordinates in this plane, one must employ an antenna pattern with a high degree of vertical
resolution {i.e., a high frequency or a large vertical aperture}). This constraint has frequently
proven to be sufficiently inccmpatible with the search function to necessitate the construction of
a completely separate radar {ustaily referred to as a "height-finder") whose specific function
is to determiné these further coordinates. If the earth's surface is taken into account, however,
and the radar's antenna pattern and the reflecting properties of the surface are sucn that one is
assured of having both a direct ray and an indirect ray, then, as mentioned above, the returned
signal Y can be used not only to estimate R and R', but also & and A" If the radar's own
altitude h and rate of climb h' are known, R and A& are sufficient to determine the target's
position in the vertical plane, and R' and A' are sufficient to determine its velocity vector in
this plane. The basic idea of these techn:gues is to inccerporate the earth's surface as part of
the antenna and thereby eliminate the need for an additional radar.

in addition to requiring that both rays be sufficiently strong, the zbility to make aigh quality
measurements of & and A’ {like R and R') will depend on having a sufficiently large bandwidth
B, a sufficiently long time duration T, and 2 sufficiently refined data-processing svsiem. In
the event that R/2h is large and the information on the target's location is required in the co-
ordinates R and H rather than R and 4, the measurement of & will have to be extremely
accurate to produce an accurate measurement of ¥ since dH/dA will then also be large. [For
a flat earth, H = (2AR + AZ),/ 4h.] Note also that in order to transform the velocity coordinates
R' and 4' to R' and H', one needs {o know both & and R, and therefore, in order to produce
R' and H', one needs not cnly a long time duration T, but also a large bandwidth 8. One
makeshift technique for determinring H wiich has been used on occasion when 8 has been too
small to measure & directly and som: outside intelligence is available on H', is to measure
R, R', and 4A' This technique of estimating H from a measurement of A' is referred to as
"lobe counting." Its weakness, as compared to a direct measurement of 4, is it dependence
on outside information concerning H' (information which, under most conditions, must be very
precise) and the long time duration required to measure A'

S0 far, it has been assumed that only one target is present. In a realistic eavironmem, tne
number of targets is unknown. In this case, the existence of the earih-reflecied ray can lead to
a variety of ambiguities. For example, if three distinct signals are received separated by equal
intervals {either in Doppler or range), these signals can be interpreted as arising cither from a
single target with the three paths DD, I, and (DI, ID) or from three targets, each with only a
single path. Similarly, if six equally spaced signals Si’ e 56 are received, these signals can
be identified with targets T, in the fashion [Ty 2(548,,8,), T, = iS4 85, S [T, = (S,,84,S,),
TZ =z (SZ'Sé'Sb)l: [Ti = Si’ TZ = (Ss,Sé,SS), 'I‘3 =z 56]; and so forth.

In general, the earth's presence not only introduces new target parameters to be estimated,
but also affects the estimates of the old free-space parameters. In order to make precise state-
ments about the influence of the earth on the radar's parameter-estimation ability, not only must
the processing system be specified in detail, but one must select criteria for evaluating the
estimates.
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1. Generalized Ststic Equztion and Generalized Approach
to Eifects of Traznsintion-Mciion

Befere turning $o e complications introduced by suriace roughness, it is imporiant 10 note
that the previous diacussion iz ==2remely zimplified even for an earth which is perfectly smooth.
In thie section, the previous results wiil be genc-alized in two directions. First, the static equa-
tione of Set. i~-C will be generalized by omitiing assumptions (1), (2}, and (5) of that section.
Second, a technique will beé presenied for incorporating the effects of translations of the antenna
or ¢f (b2 target which can b= used (o generalize the results of Sec.I-F. In both cases, the re-

sults stated previcusly will be derived as 8pecial cases.

4. Generalization of Section [-C

Asgsume now that assumpiiens (1), (2), and (5) of Sec.I-C are omitted. Let p denote the
polarization h or v and { the path D or 1. Decomposing the electric vectors along D and I
into the sums of their h and v components, one can write the total received signal as the sum
of zixteen terms, each of which gives the received signal for a particular path-polarization
combinaticn (pi, Py li' lz) [where "(pi. Py ’ 4 lz)" means "p’ component out along £,, and p,
compon=ut back along lz" ]. Denoting the transmitting and receiving antenna functions by g, and
g and inserting the polarization arguments into - and p (but omitting the argument w),
define

= ¢ ;
olp,) =4 fort =D plp, ) = plp) fort =1

(8 = lengthof ¢ . {30)

Cortinuing to omit the argument @ wherever possible, one then has, as the generalization of
Eq. (9),

v:=X Z Z“’y_{g- 4. 5) plp,. 4y p.(pz. 'g) exp {~i{w/c) [L{L,) + L{fﬁl
w by p, in (h v} Rde,) Lig,)
£, 45in {D, 1}
= XFE = Y E {34)

where

F= exp (—2iw R/c} z Z(pi, Pz D, D)

R .
@ Py-P, in {h, v}
R? exp(~2iwd/c) 5 Z(p,, p,. LD plp,) olp,)
P P, in {h, v}
E=1+ 3
(R + &) z Z(p,,p,. D, Dj
b
] Py, P, in (v}
[ R exp (-IUA/C) z Z(Pi. pz: lii lz) P(Pi. ‘i) P(Pz. lz)\
Py. P, in {n.v}
R ty#,in {D, 1}
(R +4) z Z{p4, p,. D, D} '
Py Py in {n, v}
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ince the transmiiiing and receiving.antennas are no longer assumed identical, the reciprocity
theorem is no longer applicavle and one can no longer equate the signal received over the path
DI with the signal received over the path ID fi.e., Z(pi. Pyl lz) is not necessarily equal to

E
|

Z(pz. Py lz, 11)]. Also, since reflection from the earth's surface {even when this surfaca is per-
fectly smooth) will depolarize any wave which is not pure-horizontal or pure-vertical [due to the
differences between p(h) and p(v)], the target scattering length s cannot be defined merely in

! terms of the polarization of the antenna as was done in Sec.I-C and as is usually done in the
discussion of the free-space case.

odeo

If one now restcres assumptions (1) and (2) of Sec. I-C, the equation for F becomes the
same as in Sec. I-C and (defining K as in Sec.I-C and dropping the polarization notation) the
equation for E becomes

KZ exp(—ZiwA/c)[su' I) s(D.D) _ 1]
s (D, 1)

E=[t+K exp(-—iwA/c)lz 1+ 2
[1+4 K exp(~iwd/c)]

(32)

The role of assumption (5} in Sec. I-C was to reduce the second factor in this equation to unity.
[Note here the asymmetry in s and g with tespect to the assumptions required for writing E
as the square of 1 + K exp(—iwA/c). The reason for this asymmetry is that whereas one always
b=a g(1) g2(D) = [g(D) gD} the equality s(I, 1) s(D, D) = s3(D, I) demands a special assumption. ]

2. Algorithm for Generalizing Section I-F

Attention will now be turned to presenting a technique for generalizing the equations of
Sec. 1-F describing the effects of antenna or target translations. This technique does not take
account of the effects of the motion on the various reflection processes involved or cf the changes
in the angles of orientation, but is merely a nonrelativistic algorithm for taking account of the
time~varying nature of the travel times of the signals.

Ignoring all attenuation and distortion, one can write the received signal for a given irans-
mitted component exp{iwt} and a given path “1’ lz) as exp{iwft - T“i' lz; )]}, where T(fg, tz; )
is the delay suffered by the signal which travels along "4' 4'2) and arrives back at the radar at
time t. lnasmuch as r(li.lzzt) will not, in general, be linear in t, the effect of r's dependence
on t cannot be described merely in terms of a Doppler shift of w. Also, one cannot expect
T(l’. lZ: t) to be symmetric in 11 and '2 [since the path (D, I} will be geometrically distinct from
the path (I, Cj]. or T“i' lZ; t) to be a function merely of the relative motions of the antenna and
target along D and [ (since there are three bodies involved rather than only twel. In order to
compute ?(11, iz; t), consider a single photon that travels over the path “i' lZ) and arrives back
at the radar at time t, and let

to = time at which photon is transmitted
ty = time at which photon hits target
All,;t,) = t4 —t, = time it takes photon to go out along {4 as a function
o} the time at which it hits the target
B(t,;t) = t — 1, = time it takes photon to get back aiong {, as a function

of the time at which it arrives back at the radar
L{t: x. y) = distance along ¢ between radar at time x and target at time y.

Thus
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Altgity) = ¢ Wittt = o Lt ~ Al 4]
Bit:t) = L L(e,;0,t,) = + L[6;t, t —B(L,;t)
2t = g MGitty) = o Lt 2

A (1t - Bty t + Bll;0 (33)

The first two equations are functional equations for A(li;t‘) and B(lz;t) in terms of the arbitrary
distance functions Mli: x,y) and L(lz: x,y), and their solutions in terms of these functions can be
approximated by iteration. For example, for A“i; ti) one obtains the sequence

(, . _ 1 . )
AN ) = 2 LU, 1)
2)p .oy 1 o alt), .
AT L) = S Lty — A L), 4y

etc.

Once A(l t ) and B(l Z) have been determined. -r(li, Z,t) can be computed by use of the third
equation.

In order to see how Eq. (22) of Sec.I-F is derived from this general algorithm [and to make
assumptions (2) and (3) of Sec.I-F more explicit], let v(f) = velocity of radar along t att =0,
V(#) = velocity of target along { att =0, and L(£;2) = L.(¢;0,0). Assume that (a) L(f;x, y) can be
approximated by the first two terms of its Taylor series expansion around (x = 0, y - 0) (b)

A(l 14) and B(l t) can be appro- i hated by A(Z)(l ot ) and B(Z)(lz. (c} the terms in v (i)/c
and Vz(l)/c can be ignored. Wit these assumpuons. r(l 1) can be approximated by

. 1) = < [v(l,) + VL) + vig) + V(G + 2 {1--— [viz,) + V(L)

1 i ,
+ vuzn}urz;m + 21— g vl L0 {34)

Since, accordingtothis approxima‘ion, 7(!1, lZ;t) is linear in t, the function exp {iw [t — T(li. lz; R
can be rewritten as exp{i {w(ti, lz) t - w(ti. lz)} ). where w(li. lz) and ‘0”1' lz) are independent of t.
Letting 7' denote the time derivative of 7. one has

"

wlty, ) = w |1 = 7'(L, ;)]
“’“1-'2) ) ir(l‘, lZ; ty — T'(li. lz;t)] . (35)

Letting ¢, and '2 vary over D and I, one obtains for the frequencies w(li. tz) the usual Doppler
shifted frequencies

w(D.D) = wf1 - £ (viD) + V(DI
wl,D) = w{t-= [v I+ viD}
w(D.1) = wll,D) = § [wD. D)+ wil, D]

w{1 - % (v(D) + V(D) + v(l) + V(D}} . (36)
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Writing R = L(D;0} and & = L{I; 0) — L{D; 0). and assuming the validity of the approximations,
wd (vl :lva, 20

wR vl = v(D)] + | v - VD], _
< ( < =0

one can approximate tie phaseg "“1‘ lz) by

oD, D) = 248 {5 _ L tvip) + vipyy)
2»F i yr. 2wh
win, 1 = 228 {4 1 (vp) + vion} + 222

9(D,1) = olL,D) = 3 [#(D.Di + o{L, D)

2wR
c

{1-Lww s von}» &2 . (37)

Writing R' for [v(D) + V(D)} /¢, and &' for {vil) + V(1) — {v{D) + V(D)]}/c, then lzads to Eq. (22)
for Y(w,t) ir Sec.I-F.

II. GENERAL REMARKS ON INFLUENCE OF A RCUGH EARTH

In Sez. 1, the received signal was described under the assumption that the eartn's surface
const.iuted a smooth, homogeneous sphere. For certain 1ypes of radars, terrains, and radar
onrobl: as, the results based on this assumptio: will constitute a uscful approximation. In cther
cases, however, these results will be inappropriate and, st best, can oniy serve as u starting

point for further analyses.

A, Basic Effecis of Surface Rouganess

For the radar designer, roughnesz (either in shape or in the properties of the earth sur-
face material) has two effects: {1} it corrupts the idealized picture of forward scattering pre-
sented in Sec.! and thus further modiries the character of the signal received frocm the target;

{2) it spreads out the source of the backscatiered signal (clutter) and thus gives importance iv
the earth's role 2s a competing target. insofar as the complexity of the earth's surface usually
requires that these effects be treawnd statistically, tuv the extent that one is only interestied in
gatherirg information about the targetand not about the eaith's surface, both effects must be re~
garded as potential sources of confusion, and both must be evaluatedin order to predicta radar's
performarce The second effect, which ieads to a form of interference, tends both to increase
the total level of signal against witich the tzrget signal must compete and to introduce a new fluc-
tuation spectrum into this signal. The first eifect, which may be viewed as a statistical corrup-
tion of the carth-modification factor E discussed in Sec.l, teads 1o wash out the smooth-surface
interference lobes (replacing thewn by an irregular fine structure), and to introduce a new fluc-
tuation spectrum into the target signal The influence of the roughness on the ‘otal received
energy from the target wiil depend upon the specific characteristics and orientations of the an-
tenr.a and target, as welil as upon the specific characteristics of the surface. Of the two effects,
the one which has received most aitention by radar designers is the interference effect. On the
whole. the corruption of the earth-reflected target signal has been regarded as an effect of the
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second order. Since the clutter s:gnal may often be as much as 5 db above the internal noise
and one may not be able to see the target at all, corruption or no corruption, this attitude 1s
quite understandable. Except for the brief ¢escription in Sec. III of forward 3cattering from the
ocean, this report will be corcurned exclusively with the clutter problem.

B. T™State of the Art"

Despite the fact that a considerable amount of effort has been spent in studying scattering
from the 2arth's surface, at present there is no unified body or knowledye which is adequate for
radar design. More specifically, one finds that (1) although there is a considerable amount of
experimental data available on certain aspects of the problem, many of these data are incon-
sistent and incomplete; (2) although there are many theoretical studies of scattering from rough
surfaces, there is no theory available which starts out with a rcalistic descripiion of the earth's
surface and obtains results which are both consistent with the experimentzl data {a aitficuli 1ask
since the data are themselves sometimes inconsistent!) and sufficiently determinate to be of use
to trie radar (.1esigxrxex~:r The basic reasons for this state of affairs appear to be the following.
First, the zurface being considered is extremely complex. In experimental work, this tom-
plexity usually results in an inadequate measurement program for determining the surface
charactertistics Thus, a substantial amounrt of data exists in which certain aspects of the
scattered ficld are described in great detail, but the characteristics of the surface which has
cauged this field are described in no detail at all. In theoretical work, this complexity results
either in equations which are unusable for concrete computations or in the replacemen: of the
actual surface by a model which is extremely artificial. In addition, this complexity scems to
have caused a great gap between theoretical and experimental work. Not only have certain
theories been propoxed with only token reference to the data, but many experiments appear to
have been designed without regard for the results which have been obtained theoretically. Sec-
ong, the systems used forr measuring the scattered signal are often quite complex. Thus, one
often finds experimental results in which it appears that the experimeanter has been unable to
obtain sufficient informatian on the measuring device to allow him to separate those effects
which are due i« the scattering proverties of the surface from those which are due to the meas-
uring device. Third, from the scientific viewpoint, the earth-scattering problem is basically
uninteresting {i.e., its solution v:ill have no implications for physical theory), and the main
motivation for studying this problem has been the desire to improve radar and communication
ze~formance. Thus, very few experiments have been designed with a view toward understanding
the scattering phenomenon as a whole. For exaaiple, practiczlly no work has been done to ob-
tain a pinture cf the whele scaitered field, Experimenters have studied either backscattering
or forward scattering (depending upon the specific application in m’nd), bu? not both. Finally,
the reeder should also be awers of the fact that even if there were an adequate thcory for de-
scribing the scattered firld, the radar designer would still be faced with the problem that there
is no adequate radar-design theory for minimizing the effecis of surface roughness. This ques-
tion will be discussead further in Sce. 1I-D,

——

1A good Entrodaceorgbiblimphy of thaoratical popers on scottering from rough virfaces con be found in the
paper by deckmonn:
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C. Elementary Properiies of Barin Clulter

In general, the types of interference with which the target signal will have to compete are
(1) internally generated noise (e.g., thermal noise in the receiver, (2) externally generated
noise {e.g., other radars), and (3) clutter (e.g., birds, storms, earth). The distinguishing
feature of clutter is that it represents erergy transmitted by the radar and reflected from the
environment, whereas the other forms of interference represent energy generated outside the
radar transmitter. Accordingly, the nature of the clutter signal will, in general, be markedly
different from the nature of the other interfering signals, and the techniques that will be useful
for its elimination will be markedly different. For example, whereas increasing the trans-
mitted energy is a fundamental technique for overcoming noise interference, it is an utterly
useless technique for overcoming clutter interference: the target-to-clutter ratio will remain
fixed. On the other hand, whereas for many forms of noise the idea of resolving the target and
noise is uscless because the noise is too extensive (i.e., the noise exists at all times and all
frequenciesj, in the case of clutter, since the signal represents the return from another well-
defined target with definite boundaries in range, cngle, and velocity, it may be possible to re-
solve the target ard clutter and, subsequently, to identify and suppress the clutter signal. There
are certain aspects of the clutter and noise problems which, of course, are similar. For ex-
ample, insofar as the target and clutter signals are not resolvable in range, angle, or velocity,
one may find it useful to employ & matched filter against clutter in much the same way as one
employs a meatched filter against ncise. In general, however, the techniques which have evolved
and which are actually employed in the two cases are quite different.

Regardless of the detailed shape and electromagnetic characteristics of that portion of the
earth's surface over which the radar is operating, there are certain fundamental properties of
the carth target as compared with the aircraft target that are valid for most partions of the
earth's curface and which lead directly to a large number of techniques for the elimination of
earth clutter. Briefly, these properties are: (1) the earth target 1s located at a different posi-
tion in space than the aircraft target; (2) the earth target has a different relative velocity than
the aircraft targo:; (3) the earth target is much larger than the aircraft target; (4) aircraft tar-
gcts which occur above the horizon line occur at different angles than the eartn target; (5) the
relative position and velocity of the earih target are knowable beforehand, whereas the relasive
position and velocity of the aircraft target are probabilistic; {(6) the aircraft target is elevated
above the earth ana thercfore may have an image below the earth's surface, whereas the earth
(ag a target) will nnot. Additional vroperties which may be useful for distinguishing between the
earth target and the aircrafi target, such as the dependence of the reflec*ion characteristics on
frequency, polarization, and intidence angle, will depend on the detailed characteristics of these
targets. (It should also be noted that if the altitude of the aircraft is of the same order of magni-
tude as the heights of the irregularities on the surface, or if the radar has sufficient resolution
to resolve individual scattering elements on the surface, then certain of the above statements
will no longer be appropriate and the features that will be useful for distinguishing between the
aircraft and the surfate may <2pend even more heavily on these detailed characteristics.)

Despite tie fact that rnany land surfaces are poorer reflectors than the surface of the ocearn,
the interference raused by land clutter is usually more diificult to overcome {or even to describe)
than that caused by sea ciutter. Kot only is the totai energy in the clutter signal at small graz-
ing angles often greater for land surfaces due to the greater slopes encountered, but also, the
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statistical properties of the signal are often much more complicated. The basic reasons for this
added complexity are: (1) the electromagnetic properties of land surfaces tend to be less homo-
geneous; (2) the variety of surface irregularities tends to be greater, both in si1ze and in shape;
(3) these irregularities tend io be distributed less uniformly. Whereas in many cases the sea
clutter can be treated as a simple random-noise phenomenon, the land clutter must often be
treated as a multiple-signal-plus-random-noise phenomenon. Some results on the characteris-~

tics of land clutter can be found in the report by Katzin, Wolff and Kai..in.6 A description of sea
clutter is given in Sec. III.

D. Techniquee for Reduction of Earth Clutter

Assuming that the function of the radar being designed is to gather information on targets
other than the earth's surface, one must regard the signal returned from this surface as a form
of clutter and design the radar in such a way that the effects of this clutter will be minimized.
In principle, for any given system of cuastrainis imposed by the state of component technology
and for any given radar function, it should be possible to determire the system which will best
satisfy that function in the preserce of clutter. In practice, however, the problem usually be-
comes so complicated that the optimum system is never actually determined. Thic staic of
affairs is due primarily to the fellowing facts., First, as already indicated, the statistical
characteristics of the clutier signzl depend not only on the nature of the scattering surface, but
also on a large complex of factors describing the behavior of the radar. Thus, in trying to
optimize the system with r.spelt {0 2 given radar function, one is {aced with an optimization
problem in which not only muzi many variables be optimized over simujtaneously, but one in
Sev-
ond, as also indicated previously, one's knowledge of now the statistics of the clutter signal

vary with the various radar parameters is stitl very limited. Finally, these stutistics will, 1n

which each variable has an effect on the interfering signal as well as on the targe! signal.

general, be noustationary. Thus, for the system to be optimuem, it will have to be adaptive: the
basic design of the radar will have to contain a plan for sampling the clutter signal and adjusting
the various radar parameters accord.ng to the results of this sampling. n general, it is clear
that the problem of determining an optimum anticlutter system is very complex and that no one
has yet determined such a system. Obp the other hand, duz to the importanre ¢f the clutter prob-
lem, considerable effort has been spent in developing specific anticlutter techniques and in de-
veloping optimization theories that are valid within certain limited contexts. Rougnly speaking,
these efforts can be divided into two classes, according to whether or not they make use of the
specific reflective characte mistics of the clutter source (i.e., the clutter's dependence on fre-
quency, polarization, and grazing angle). The purpose of the remarks in thig section is to out-
line some of the clutter-rejection schemes which, at leas! in basic concepticn, are independent
of these characteristics. Some techniques which capitalize on these characteristies for the

special case of the ocean can be derived from the description of these charucteristics gives in
Sec 11,

1. Eievated Target Indicators (ETI)

Since the target and the carth's surface will always be located at different positions in spuce,
it is theoretically possible to eliminate the effects of clutter by designing a radar with 2 high de-

gree of spatial reccelviion and ignoring all signals which correspond to positions on the surface.
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Inasmuch as the surface will exigt at all azimuths and ail ranges cut to the horizon range, aside
from requiring that the radar have sufficient range resolution to be able to separate returns
from inswde anu vuiside ihe horizon range, the basic resolution requirement will be on the alti-

tude variakle B, the height of the target above the surface. Any system which can he decig

igned
to lilter out s gnals that arise from scatterers with zero elevation will be effective in eliminat-
ing the clutter signai.

The most obvious way of obtaining such a system is to employ a transmitted waveform with
a high degree of range resolution and an antenna paitern with a very narrow vertical beam, and
to filter out the zero-height signals by a simple gating process. A somewhat more elegant sys-
tem which makes smaller demands on the vertical ~gerture of the antenna is to replace the nar~
rov: vertical beam by a b.oad vertical beam combined with an adjustable vertical null, Targets
with positive altitudes can then be detected by scanning the null through the region of elevation
angles corresponding to the position of the clutter and comparing the observed return with the
position of the null. If no target of positive aititude is present at range R, the return from
range R will be zere when the null is pointing in the direction of range R on the suriace. If a
target of positive elevation is present at range K, the return will not be zero. In crder to be
able to examine all ranges R on a single pulse, one can restrict the occurrence of the n:  to
the receiving antenna only and, making use of phased-array techniques, perform the nul
sczaning operation in the receiver. One disadvantage of this system, as compared with the
narrow-beam system, is that whereas the narrow-beram system enables one to simultanecously
eliminate the clutter and measure the target's altitude, in the null-scanning system one can only
determine the target's aititude when it is at a range where there is no clutter. In order to detect
a target in clutter and simultaneously measure its altitude with a null-scanning system, one needs
{o employ two nulls, the positions of which can be adjusted independently.

A system which makes no demands at all on the angular resolution of the vertical antenna
pattern, but demands an exceedingly fine range resolution, is based on the use of the forward-
scattering properties of the surface. Assuming that conditions are such that the direct and in-
direct rays are both sufficienily strong, and making use of the fact that the altitude H is posi-
iwve if and only if the pathlength difference & is pesitive, one can filter out signals of zero
altitude by filtering out signals of zero pathlength difference. One simple way of achieving
this (but by no means the ideal way) is to compare the range autocorrelation function of the total
received signai with the autocorrelation function of the transmitted waveform. Whereas the
autacorrelation functicn of the clutter component will {(assuming appropriaie statistics) tend to
be the same as the autocorrelation function of the transmitied waveform, the autocorrelation
functicn of the target component will have additional structure due to the various paths. For
example, if the transmitted waveform is a simple pulsed sinusoid of pulselength T, whereas
the autocorrelation function of the clutter component will have a peak at 7 = 0 and will tend to
vanish by the time 7 = T, the autecorrelation function of the target component will {(2ssuming
the distortion of E is smalll have peaks at 7= 0, 7= 2A/c, and 7 = #2A/c. Thus, to filter out
signals of zere altitude, one aeced aerely sev a threshold on the level of the autocorrelation
function in a 7-region away from 7 = 0. Since the peaks at 7 = £A/c and 7 = £24/¢ enable one
not only to detect the existence of the target, but also to measure the value of 4, this system,
like the narrow-heamwidth system, allows one to simultaneously eliminate the clutter and meas-
ur¢ the target's altitude.
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On the whole, ETI clutter-rejeciton techniques have recerved very little attention. Aside
from the gross mapping-out procedures, whick have been incorporated inte 2 variety ot sys-
im>, most of the work has been theoretical. Very little effort has been made 10 test these

ideas empirically or to develop the appropriate equipiment.

2. Point Target Indicators (PTI)

In the ET! techniques, the ciutier 18 climinated by employing a radar with sufficient spatial ;
resolution to resolve the target from the earth's surface, and then by "gating omt™ the clutter. ,
Another set of techniques for clutter elimination, based on the differences between the target
and the surface with respect to their size, makes use of spatial resolution to "thin out" the
clutter. If the target is a point target and the surface constitutes a more or less continuously
extended source of echoes which cannot be resolved from the target, the effects of the clutter
can be reduced by spreading the cluiter energy out over an increased number of resolution
"boxes." The most widely used technique of this sort consists of shorterung the radar pulse
{either directly or by pulse compression) or norrowing the beamwidth, thereby decreasing the
illuminated area (i.c., that arca on the surface which contributes to the recewved signzt at a
given instant of observation). As long as the size of the resolution volume remains largesr than
the target so that the target itsclf does not appear extended, a decrease in the arca of tllumina-
tion will, on the average, result in an increase in the target-to-clutter ratio.

Another PTI technique makes use of pulse-to-pulse frequency jumping and coherent integra-
tion. Whereas the reflective properties of a smaall target vary slowly with changes i frequency,
the reflective properties of a large complex target hike the carth's surface vary rapdly and
randomly with such changes. Thus, if the frequency jumps are chosen properly, whereas the
target signal will tend to integrate coherently, the clutter signal will, like noise, tend to integrate
incoherently  Assuming that the source of the clutter signal can be represented as a collection
of statistically independent random scatterers, one can show that the clutter signal will be sure
to be decorrelated provided the frequency jump is greater than or equal to the bandwidth of the

envelope of the transmitted signal.

3. Mowving Target Indicators {(MTI)

In addition to taking advantage of the differences in the positions of the target and the carth's
surface as is dene in the ETI techniques, one can attempt to eliminate the clutter by making use
of the differences in their velocities.  Since, in genceral, the target will have a nonzero velocity
relative to the earmh's surface, it is theoretically possible to eliminate the effects of ciutter by
designing a radar which is responsive to velocity differences.  These velocity-discrimination
techniques can be conveniently divided into two categories: Doppler MTI techniques and volunie
MTI techniques.  In the Doppler techniques, the velocity discrimination is based on changes in
the range of 2 target of the order of a wavelength of the transmitted frequency.  In the volume
technigues, the velocity discrimination is based on hanges in the position of the target of the
erder of the dimensions of the 1Muminated volume. Inasmuch as the velocities are usually too
small 1o cause the target to move from one resoiution box to anather between pulses, volume
MTI systems must usualiy be based on the changes in position which occur between scans of the
antenna. The Doppler systems, whaich have received the greater attention of the two, can be

further subdivided according to whethier they are coherent or incoherent and continuous or pulsed.
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In the coherent systems, the discrimination is based on information concerning the Doppler-
shiited frequencies themselves, and the clutier is rejected by suppressing those frequencies
which correspond to the valocity of the earth relative o the radar. in the incoherent systems,
the discrunination 1s based on information concerning the beat frequencies between the Doppler-
silified irequencies, and the clutter is rejected by suppressing those signals which do not contain
the appropriate beat frequencies, Although the incoherent systems are simpler in that they do
not require information on the velocity of the earth relative to the radar, they are of use only

to the extent that the locations of the clutter source are predictable. (Inasmuch as the decision
as to the presence of a target is based on the observation of a beat frequency between the target
and clutter, if the system is used in regions where there is no clutter, it will suppress the tar-
get signal.) The pulsed systems differ from the continuous ones in that the pulsed systems only
provide samples of the information provided by the continuous ones and thus are afflicted by
ambiguities (leading to the so-called "blind-speed! and "fold-over" problems).

Independent of the particular type of Doppler system employed, the extent to which the sys-
tem will be successiul will depend on the location and extent of the ciutter spectrum. In a con-
tinuous system, the ab:lity to detect targets in clutter will depend on the relative characteristics
of the clutter spectrum and the target spectrum. In a pulsed system, the performance will aiso
depend on the relation of the clutter spectrum to the pulse-repetition frequency. In general, the
fluctuations entering into the clutter signal will be of two types: thosce which result from varia-
tions in the scattering elements en the surface (the so-called "internal clutter procezs") and
those wiich result from variations in the radar. If the radar is airborne, an important item
in the latter category is the motion of the antenna. Assuming that the antennc is being beth
scanned and translated, one must consider not only the spectral broadening caused by the internal
clutter variations, but also the broadening caused by variations in the illumination of the scatter-

ing elements and by the differential Doppler shifts associated with scattering elements at differ-
ent angles.

4. Resolving the Clutter

in all the techniques previously discussed, the earth's surface has been viewed macroscopi-
cally. Another set of techniques which can be used to reject the clutier is based on the fact that,
in many cases, the source of the clutter signal will not actually be continuous, but will consist
of a collection of closely spaced discrete targets, If the rodar's spatial resolution can be made
sufficiently fine to resolve these discrete targets, and the extent of the aircraft target is suf-
ficiently limited to permit the aircraft to {it in between these discrete targets, then the prob-
lem of determining whether or not an aircraft is present is reduced to a pure multiple-target-
identification problem. Assuming that this problem cannot be solved by ET! or MTI techniques.
hnw difficult it will be to solve will depend on the degree to which the detailed scattering prog-
erties of the aircraft target differ frem those of the discrete earth targets.

5. Theoretical Work on Optimum Anticlutter Waveforms
and Optimum Anticlutier Filters
In recent years, increasing thought has been given to the problem of determining the optimum
waveform and the optimum filter for purposes of clutter rejecticn. Although these efforts have
not yet culminated in a comnprehensive theory of anticlutter design, some of the resulis are of
considerable interest and should be of definite use to the radar designer.
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One line of research, exemplified by Applebaum and Howens,7 VWesterfield, Prager and
Stewart.8 and Fowle, Kelly and Shechan,” is based on the use of the time-frequency ambiguity
function. These analyses start by assuming that the receiver consists of a bank of filters matchec
lin frequency aud iime) io an arbitrary waveform u(t) competing against white Gaussian noise.
Letting 7 be the delay variable and ¢ the Doppler shift variable, one measures the "goodness"
of u{t} for purposes of clutter rejection by the extent to which the volume under the ambiguity
function ¥({r,¢) = If u(t) u*(t + 7} exp(—2riept) dt |Z is prevented from overlapping the volume
under the probability surface describing how the clutter energy is distributed in r and ¢. Al-
though the maximum value of ¥ and the total volume under ¥ are independent of the waveform
design and depend orly on the total energy in u(t), the volume in the central spike cf ¥, and the
manner in which the remaining volume is distributed in the (7, ¢) plane, are determined by the
detailed structure of u(t). If the clutter energy is distributed uniformly throughout the {7, ¢)
plane, then all waveforms became equivalent. If the clutter energy is concentrated in a localized
region and the target of interest lies sufficiently far outside this region, then a "good" waveform
is one in which all the volume under ¥ is concentrated in the central spike. If the clutter energy
is concentrated in a localized regicn and the target lies inside this region, then a "goad" wave-
form is one in which ¥ has a narrow central spike with as much volume as possible existing
outside this region. When looked at in this way, the problem of anticlutter waveform design be-
comes quite similar to the problem of anticlutter antenna design. In the last case, for example,
the basic idea for both antennas and waveforms is to "buy" target-to-clutter ratio at the "cost"
of ambiguity. In general, this trade can be effected by the introduction of periodicity. Making
the aperture periodic, i.e., chopping up the aperture and separating the pieces in space, enables
one to decrease the width of the main lobe but results in strong sidelobes. Making the waveform
periodic enables one to decrease the width of the central spike in ¥ but results in "blind-speed®
ambiguities and "second-time-around” ambiguities. For a detailed understanding of this
ambiguity-function approach znd for specific quantitative results, the reader is referred to the
above-mentioned references.

A second line of theoretical work oriented toward the development of a clutter-rejeciion
theory is based ort Dwork's matched filter theorem for colored Guussian noisew and is exem-
plified by Urkowitz“ and Manasse 12 Letting Y{w) be the Fourjer transform of the received
signal and N{w) the power spectrum of the noise, Dwork has shown that the transfer fuaction Yiw)
of the linear filter which maximizes the output peak S/N ratic is given by

Y*{w)

Hiw? = Tlaw)

exp{—iwT) {38)

where T is a conveniently chosen time delay (assumed hereafier to oe zero). The peak S/N
ratio cblained with this filter is given by

”® 2
S o4 i Y{w}l
(N’Opl = Z—; S:“ W dw . (39)

Assume now that (a} the duration of the signal transmitted by the radar is sufficiently short with
respect to the movemenig of the radar, target, and clutter that everything can e regarded as
fixed during the duration of the signal; (b} the signal received from the target is merely a de-
layed and attenuated version of the transmitted signal; {c} the statistics of the clutter signal ars
Gaussian and the power spectrum of the clutter {cbiained from the {luciuations of the clutter
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signal with range) is proportional to the energy spectrum of the transmitted signal. As will be
seen in Sec. I1I, the last of these assumptions (the second part of which is identical ic the assump-
tion mentioned above that the autocorrelation function of the clutter is proportional to the auto-
correlation function of the transmitted pulse) is reasonably well-satisfied for the case of sea
clutter. With these assumptions, the above theorem implies that the linear filter which maxi-
mizes the peak signal-to-clutter-plus-noise ratio has a transfer function given by

) = X*(w)
lem)lz + No/z

(40)

where N0 is the receiver noise power per cycle, X(w) is the Fourier transform of the trans-
mitted signal, and B is a constant of proportionality describing the total clutter power. The
peak signal-to-clutter-plus-noise power ratjo obtained with this filter is given by

(S . Al(" | Xt |2
C+Niopt 2r ﬂBIX(w)'"-&N/Z

dw (41)

where A is the amplitude of the rcturned target signal.

If the clutter power is zero, H{w) reduces to the complex-conjugate filter H{w) = X*(w),
and [S/(C + N)] | becomes [S/(C + N”opt = (S/N)opt @ (AZ/NO) f; |X(m)|2 dw. Aside from
A and N o' the quantlty (S/N) opt depends only on the energy in X(w). If the noise power is zero
(the case considered by Urkowitz), H{w) reduces to the inverse filter H{w) « 1/X(w), and [S/(C +
N”opt becomes [S/(C + N"opt = (S/C)opt « (AZ/B) f: dw. Thus (S/C’opt is completely inde-
pendent of X(w) and is infinite. This las‘t._result can be interpreted in more familiar terms by
noting that the use of the inverse filter is theoretically equivalent to uslngma Dirac delta function
as the transmitted signal and decreasing the illuminated area to zero. This equivalence can be
demonstrated formally by representing the antenna and surrounding space as a fixed linear filter
{referred to as the "space filter” in the Introduction) and reversing the order of application of
this filter and the filter H{w). Assuming that the construction of the inverse filter is limited to
a finite frequency interval w, € lw| € w, and that the energy outside this interval is attenuated
to zero, Urkowitz has shown that (S/C)op& « (wz - w‘). In other words, the ability to eliminate
the clutter depends linearly on the bandwidth over which the inverse filter can be constructed.

Returning to the general case (considered by Mnnnue”‘) and assuming that both clutter and
noise are present, one sces that H(w) is a compromise between the complex-conjugate filter
X" (w) and the inverse filter i/X(w). and that [S/(C + N)] dependl on both the total energy in
X{w) and on the shape of IX(w)l In reglonl of w where |xm)| << N /ZB the contribution to
(S/(C + N)l is given by (Az/tN ) f lX(w)| dw and thul depends only on the total energy of
X(w) in those reglons In regions of w where IX(w)I > NO/ZB, the contribution to [S/(C +
N)l opt is given by (A /ZrB) f dw and thus is entirely independent of X(w) and depends only on
the extent of those regions. It is clear, therefore, that if one wants to increase the value of
[S/(C + N)] by changing the waveform (subject to a fixed total energy), one should take the
superﬂuous energy in the IX(m)l‘g >> N_/2B regions and put it in the IX(w)I << N /2B regions.
More precisely, Manasse has shown (through variational methods) that in order to maximize
[S/(C + N)] pt’ the transform X(w) should be choser: such that IX(w)I is flat., If X{w) is con-
strained to be zero outside the interval w, < || € Wy and to have a total energy 9, . it will

maximize [S/(C + N)] opt when
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lX(m)lZ = 0 otherwise. (42)

The choice of a flat {X(w)lz makes the clutter power spectrum have the same shape as the noise
power spectrum and eliminzies the need for compromise in the optimum filter H{w) [H(s) now
being given by H{w) @ X#(w) = 1/X{w)]. The value of [S/(C + N”opt obtained with such a wave-
form is given by

S 2a%0

-_. - )
(™ N opt, opt ZwBSZ/(wZ —w) #NJ (43}

Large values of @ will have the effect of reducing the noise interferen :e, and large values of
Wy ~wy wiil have the effect of reducing the clutter interference.  For a pulse radar which is
peak power limited, this implies that the transmitted pulse should have o large time-bandwidth
product {i.c., the pulse should be "coded"). Two techniques for achieving such a s:gnal (and
also satisfying the requirement for a flat energy spectium) are to use long-duration pulses of
broad-band white noise or long-ruration pulses with a linearly swept carrier frequency of large
deviation. .

Unfortunately, although both of these approaches to the clutter-rejection problem are capable
of making substantial contributions 10 a general anticlutter theory, at present, they both suffer
from some serious limitations and. in no sense, can be regarded as constituting complete theories
in themselves. Aside from the fact that both approaches disregard the specific reflective charac-
teristics of the clutter, in ncither approach is any consideration given to the problem of chousing
an optimum antenna pattern.  1f the clutter is three dimensional, as in the case of rainstorms.
the latter omission may not be too important in the sense that the total opiumization process may
be factoruble and one may be able to optimize over the antenna pattern 1n g separate operation.
However, in the case of earth surface clutter, where range resolution 1s a function both of the
transmitted waveform and the vertical antenna pattern, this omission may be quite important.

In addition to these two limitations, which apply equally well to the ambiguity-function ap-
proach and the colored-matched-filter approach, the ambiguity-function approach suffers from
its a priori assumption about the nature of the receiver. The optimum waveforms which can be
determined through this approach are only optimum with respect to the given receiver. No
optimizaticn is performed over the receiver-waveform pair. In general, one may regard the
target-in~clutter problem either as a target-in-noise problem or as a multiple-target problem.
Insofar as the former philosophy is adequate. the noise against which the target signal 1s com-
peting is the receiver noise plus the clutter noise and, .n view of the Dwork theorem, the matched-
filter bank assumed in the ambiguity-function argumen: 1s obviously not opimum. Insofar as the
latter philosophy 1s adequate and one's objective is to detect each target and then reject the clut-
ter targets on the grounds of certain parameter values {e.g., range and velocity), the matched-
filter bank is still inadequate bacause 1t is not properly matched to the multiple-target situation.
Thus, in either case. 1t is clear that the assumed receiver in the ambiguity-function approach
is not optimmum. and therefore, that the optimum waveforms which result from this approach will
not really be optimum. Another limitation of this approach s that it incorporates the effects of
velocity in such a way as to be valid only for narrow-band signals For signals of appreciable
bandwidth, one must take account of the dependence of the Doppler shift on frequency over the

bandwidth of the signal.
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The cclored-maiched-filter approach, on the other hand, although it optimizes over both
the receiver and the waveform, suifers from the fact that it totally ignores the velocity informa-

tion. Moreaver, the results of this approech will
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can be regarded as continuous and the crcss sections of the individual scatterers that constitute
the scurce of the clutter sigral can ke regarded as infinitesimal in comparison to the cross sec-
tion of the target. Once the clutter 18 resolved, the statistics of the clutter signal will no longer
be Gaussian and the matched-filter theorem will no longer be applicable. Also, to the extent
that the irregularities on the reflecting surface have an ordered structure and are not random,
the power spectrum of the clutter will no longer be merely a replica of the energy spectrum of
the transmitied signal.

In the event that the forward-scattering conditions ensure a strong reflected ray, both of
the above approaches also need to be modified to include the earth-modification facter E de-
scribed in Sec. 1. In the ambiguity-function approach, the presence of the reflected ray implies
that the receiver must consist of a multidimensional filter bank to account for K, 4, and A' as
well as for 7 and ¢, and the ambiguity function ¥ wili be a function of K, 4, and A' as well
as of 7 and ¢. In the colored-matched-filter approach (still ignoring velocity), the existence
of a reflected ray implies that the 1deal receiver consists of a filter bank of the form X*#(w)
E*{w, K, A) exp(—in)/[No,/Z + BIX(w)IZ]. where there is a separate matched filter for each
value of A and K.

III. SCATTERING FROM THE OCEAN

In Sec.1I, the problem of surface roughness was considered without reference to the specific
reflective characteristics of the surface. In the present section, attention will be devoted to the
reflective properties of the ocean. This surface has been chosen for detailed consideration be-
cause (a) it is a surface of great practical importance; (b) despite its complexity, it is simpler
than most other portions of the earth's surface; (c) it has received considerable attention, bsth
experimentally and theoretically. In accordance with the fact that the clutter phenomenon is
usually of greater concern to the radar designer than the corruption of the forward-scattered
signal, the main concern will be with the clutter phenomenon. The discussion will be oriented
toward the problem of predicting the sea-clutter signal for a narrow-band, pulsed, airborne,
early-warning radar of bread vertical beamwidth and wavelength A\ in the region 1 to 100 cm.
Inasmuch as the early-warning function tends to focus interest on the longer ranges, special
attention will be given to grazing angles a in the region 0° to 20°. A photograph illustrating the
appearance of sea clutter on the PPI scope of an airborne early-warning raJar is shown in
Fig. 15.

In cder to understand the sea clutter phenomencn and to be able to predict the properties
of the clutter signal for a variety of radar configurations, it 1s necessary not only to make quan-
titative measurements of the received signal, but also to make quantitative measurements of
the ocean surface responsible for this signal. If the electromagnetic properties of the sea are
knewn and cuch factors as the spray and foam can be ignored (so that the sea surface actually
constitutes a continucus interface between the kir and the water), the scattering propeities of
the sea surface will be determined by specifying iis shape as a function of time. l.etting
z(x, y.t) denote the height of the surface at the point (x, y) at the time t, one can give a com-

plete statistical description of this shape by specifying the set of probability density functions
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Fig. 15. Appearance of sea clutter on PPl scope of airborne early-warning
rodcr. Strobe is set at 135 nm, 30 nm short of horizon.

on the set of variables {z(x, y, 1)} Thus, in the ideal clutter experiment, along with the

data on the received signal, data );;gultd be presented on these probability density functions de-
scribing the ocean surface. (If the spray and foam cannot be ignored, then of course, even these
data would be inadequate and one would need to supplement it by a probabilistic description of
various spray and foam parameters.} Unfortunately, in most of the clutter experiments reported
in the literature, the amount of data on the sea surface is extremely limited. With few excep-
tions, the most information that is available is an estimate of wind velocity, wave height and
direction, and a qualitative description of the ocean's appearance. In some cases, no data at

all are available. Aside from the fact that the estimates of these parameters are often made
very crudel , and the parameters being estimated are often defined very crudely, it is obvious
that such a technique is basically inadequate for describing as complex a surface as that of the
ocean. Although the hydrodynamic constraints on the shape of the water surface tend 1o reduce
the randomness of the surface and thus make some of the information in the abuve~described
probability density functions redundant, these constraints are not sufficiently sirong to enable
one to replace these functinns by a few simple constants such as wave height and Jirection.
Similarly, although the momentary local wind velocity will undoubtedly be correlated with cer-
tain properties of the surface (e.g.. the ripple structure), it is an insufficient statistic for de-
termining the suxface as a whole. In general, the condition of the sea surface in a given arca

and at a given time will be a function of the history of the wind velocity over a wide region of
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the ocean surface (a8 well as the currentg, tides, and the proximity and tcpogravhy of the ocean
floor). For example, it i’ well known that the occurrence of "swells" in a given deep water area

is not due to the momentary local wind velocity, bat rather, to wind conditions which existed in
regions far away and at an earlier time. Thase waves have outrun the wind which created them
and are in the process of decay. As far as the waves which are generated locally are concerned,
their characteristics are determined not only by the momentary local wind velocity, but also by

L the length of time during which the wind has been klowing and the length of ocean over which it

.;g 4 has been blowing. In describing data on the clutter gignal, the symbol "{" will be used to dencte

g o the "condition of the occean surface." In the ideal experiment, ¢ would consist of the set of al}
probability density functions previously meatianed. In practice, however, it muegt be interpreted
! as the wave height or wind velocity, or even more vaguely, as the "degree of roughness." For

some detailed results on the actual characteristics of the ocean surface, the reader is referred
to works of hydrodynamicists and octanograpkers .13

The discussion in this section will be divided inie three parts. In Sec. llI-A, an attempt will
be made to provide a brief summary of the raajor experimenial results on the clutter signal.
When considering any of the statements in this summary,. the 1 eader shouid be aware of the fol-
lowing facts. First, the data on sea cluiter are inzonsisient and incomplete and, in the usunl
sense of the word, there is no such thing as a "iypical" result. Although a certain class of re-
sults may occur more frequently than any other singie cluss, there is no class which occurs
more frequently than the total of all other classes combined. unless one defines this class so
generally as to be almost meaningless. Second, in view of these inadequacies, in order to pre-
sent a general summary of the data, one must either {a) violate the empirical facts and ignore
large portions of the available data; (b) state the summary in cuch vague terms as tc make the
summary almost meaningless; or (c¢) perform a massive statistical analysis of thousands of
curves, weighting each curve according to the resulis of a comprehensive analysis of the de-
tailed conditions under which the curve was obtained. Understandably, no one to date Yiag per-
formed the analysis required by (c). In this report, the writer has done his best to compromise
between evils (a} and (b). The summisry has been obtained by looking at a large number of ex-
perimenrial studies and represents a syntnesis of the writer's impressions of the mzin results
Specific references will frequently be cemitted, but many of the reisarks will be illustrated by
concrete experimental data. In Sec.III-B, some theoreticul concepts will be introduced for use
in interpreting the experimental data. Since there is no unified theoretical model availuble which
is consistent both with a realistic description of the occan surface and with the clutter data. the
best the radar designer ~an do in trying to predict the ciutter signal for an Lypothesized radar
is to combine the results obtained from a study of the empirical findings with results computed
from varijous fragmentary, pheromenologicil models. The concepts chosen for discussion have
been selected for their popularity with researchers who have actually "dirtied their hands®™ in
the sea-clutter problem and have been forced te make concrete recommendations on radar-de sign
problems. In Sec.III-C, a brief summary wiil be given of so. of the results on forward scat-
tering from the ocean.

Those who are familiar with the subject of sea clutter will note that, with few exceptions.
the results presented in Secs UL-3 and B represent only a very modest advance over those pre-

14-46

sented by Goldstein in the years 194% tc 195! ‘This 15 not meant to imply that no important

work has been done since that time On the coantrary, the picture of sca clutter has been exteneod
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aad refined in a variety cf ways. For exemple, {a) data are now available at much lower fr<-
ynencies, {b) more work has been done with coherent spectra; {(c) the dependence on poiariza-
tion hzs been explored moare fully: {d) mare careful data anslysis techniques have heen worked
out; (e) specific theoretical mvdels have been studied in more detai.. Novertheless, if one non-
fincs one'2 attention to the airborne early-warning problem, tne above statement still holds:
a zignificant perticen of the knowledge which is now useful to the radar designer can be found in
the writing's of Golds.eit.

Finally, the reader should be aware «f the fect that the references cited in connection with
this discussion ar2: in no sensc, intended to constitute a bibliography. A complele hibliograpny
orn this subject would be longer than the discussion itgelf.

A. Experimental Datz on 8ea Clutter

1. Average Power

For a point target in fiee 3pace, the dependence of the received power on the characteris-
tics of the tar 0t is Gescribed through use of the -arget crosa sectica ¢ « !s]% Aside from the
charactcristics of the target projer. this perameter depends only an the frequency, the polariza-
tion, and the angle of orientation; it is independarnt of the trarsmitted power, the transmitted
pulselength, the antenna function, and e range. This independence has the importarit advan-
tage cf allowing one to extrapoiate results obtained ¢u the target characteristics with cne radar
coaf:guratiop tc those of andther, previided only that the frequency, polarization, and angle are
known, ¥ one wants to achieve a similar incependence {ur 2 paramster desc:ibing the back-
gcatterl.g properties of tue ccean surface, the rction of cross s<ction is inadequate. Sino2 the
oczan is an extended target, ¢g{occeznj will depend cn how much <f the surface is illuminated
(i.e., how much of the surface contributes to the returned signal at a given instant of ohserva-
tion) and, therefore, will be & function of the antennx pattern, the trenamitted waveform, and
the range. In order to eliminate this dependence, it is necescary ‘o determine how a(oceqn)
varies witn the illuminated area and, making use of this kiowledgz, to define a new parameter
describing the properties of the ocean susrfacve proper.

Let A denote the area of illumination and & tae pulse-to-puilse average of giocean). [t has

been shown experimentally that, over a wide variety of ~ounditions, & varies iinearly with A:

G = aoA . (44)

[These data have been obtained by {a) varyiig the transmisted pulse.ongth, (b) varying the antenra
pattern, and {c) varying the range or height while k¢ 2ping the grazing angie constant.] Thus, a
natural definition for the sought-after parameter is g, = 7/A, the cross sectica per unit areds.
This parameter plays the same role for the ocean 2s the crdinary cross seciion ¢ plays for

the point target; aside from the propertics nf the target itsels, it depends only an the freguency,
the polarization, and the angle of orientation. Letting @ denote thc horizontxzi beamwidth, ¢

the vertical beamwidth, T the transmitted pulselength, aud a the graxing angle, cne can ap-
proximate the area of illumination A {see Fig 16la-b};: by

A =Re EZI seca when lana < E%%E

A

RZ'GQ when jana > —Q":B;-— 145)
csca g cifz - 3
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A brief description wiil now be given of ihe dependence of the cross section per unit arva a, on
the grazing angle «, the transmitted wavelength A, the polarization p, the "condition of the sea
surface" ¢, and the azimuth with respect to the structure on the sea surface,

For all but tne calmest of seas, the form of the function qo(db) vs leg a most often encoun~
tered is (hat shown in Fig. 17 [o'o(db) = 10 :ugmao]. Startirg at very small o, the parameter o
increases fair:y rapidly with o urtil a ~>quals the "critical angle" a,. It tnen increases much

more slowly {if at all} until the second "critical angie" @, is reached. Beyond a,, 1t increases

2’
very rapidly until just before a = x/2, whereupon it tends to flattea out again  The total range

of slopes for Iogob vs log & {i.e.. exponents for o, VS a) is about C 1 20, Ia the region a < a .

the siope is usually btetween 2 and 5, and in the regiona, < a < a,. the slope is usually between

0 arnd 2. The total measurable range in o, from very smiall a toa - x/2 may cover as much as
80db with g, being as great as 10 to 20db at a = #/2, The actual range, of course, is infinite
in decibels since 0, must equal zero at the horizon (The lower measurable limit en o, 1s de-
termined by the a.ngunt of receiver noise.)

Letting %00 be the a\ 2rage level of o, between a, and a, and letting ao(vv) and ¢ _(hh} be the
values cf o, jor vertical and hom’zontal’ polarizations, one can make the following general state-

about t ariables Ny N
ment about the variables a,, @, ", %50

creasing witls (a} decreasing X and (b) increasing r. The varable ao(rr 2) als o appears to be

, and oo(\'v)/o-o(hh): they all tend 1o be monotomeally de-

monoionically decreasing with increasing ¢. Presumably, the same result would hold for de-
creasing X, hut very few data ure available on ao(x/Z) for low frequencies. The value of glvy)
g{hh) is, of course, always cgual to unity at @ - #/2 since vv and hh are dentieat as x 2. For
all waveiengths in the region 1em £ A € 100 cm and all but the smallest ¢, one finds that a, > 20°.
Typical values of %h0 and v, for A = 10 cm and a moderate to rough sea are Coo 35 db and

o, - 1°

» PR - . -n
Restricting attenuon 1o @ & &, one finds that ¢ o A !

., 0€ng4 Interms nfa 1(M and
600(7«). the dependence of a, on A can usualiy be desceribed by the relations Too ™ A" 0gng2.
and a, = J\n,, 0 ng 1. Thus the smaller n in o, 2 M iend 1o occur when o 1s sufficiently
large to make o > ag(k). and the larger n tend to cccur when this condition s violated.  If one

holds A fived and examines the variation of g, and a, with ¢, one {inds that %o increases

rapidly with I for relatively small ¢ but then (:ends to "saturate," the saturation ievel oceurring
at smaller ¢ for smaller A, If on identifies ¢ with the wind speed W, one finds Too ™ W,

0< r< 3. If one identifies £ wit'. the wave height H, a, appears te vary with H as @, ii"
9&ng {. Thus, for a fixed a, the smaller n in o, < 2"" tend 10 occur when s large, and

the larger n when [ is small.

For large * and small I, un(vv)/co(hh) i$ much greater tian unity, sometimes reaching a
value of more thau 30db. As X is decreased or ¢ 15 nciveased, ao(v\'}/'a“(hh) decreases; how -
ever, the rate of decrease diminisiies as fru(\"\')"bc(hh! decreases. At small X and large 7,
ao(vv)/ao(hh) approaches unity and sometimes even becomes a few dedibels less thanunity In
general, ao(hh) is found to be more seusitive than g {vv) O varitions i - Also, tiers s vy
dence that ao(vv)/’ao(hh.\ deareases a8 o becomes extremely small, The cross-polanzation
Cross sections go(vh) and :raﬂw) {whick theoretically should be the same bhecause of rociprocity)
are usuaily smalier than either oothh) or ao(vv).

Finally. assuming that the direction of the wind and the wave structurs on the surface are
approximately tie same, o, {upwind} .s almost alwavs @ few decivels higher than esther 7,
(downwind) or o4 {crueswind), and z, {rrosswind} is usually, but not always a little greater than

T, {downwind}.
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(Adaotad from Gold and Renwick }8)

Fig.20. oy(a,t)data, A =3.2cm, p hh.
(Adcpted from MacLusky and Davies.!9)
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In the above remarks, the dependence of the average backscattered power on the char-
acteristics of the surface has been described in terms of the average cross section per unit
arca o . Another parameter which has occasionally been used and which measures ihe surface's
deviation from perfect roughness is the parameter fu which is defined as the ratio of the power
actually observed to the powe: that would be obscrved if the surface scattered isot ropically. It
can be shown that fo and 7, are related by the equation no(u) 2 sinta) f”(rv).

Some specifie results illustrating some of the above remarks are shown in Figs. 18 through
24. Figure 18 illustrates the dependence of o, 0n A and a for small values of o. Figure 19
illustrates the dependence of 7, On A, a, and & for small values of «. Figure 20 illustrates
the dependence of a,on « and ¢ for large values of . Figure 21 illustrates the dependence
of a,on p, and « over a wide range of o, Figure 22 is o correlogram for the polarization
ratio co(vv)/ao(hh) taken at two different A with variable . Figure 23 shows how 7 varices
with p and r for smull a. Figure 24(a-n) shows how fu(u) ao((r)/Z sina, which was observed
to be constant over the region 14 € o € 5° varies with A and r. ‘The smooth curves in Figs. 18
and 22 are theoretical and are discussed in Sce. [11-B-3  In addition to the sources cited in
connection with these figures, further data on the average backscattered power can be found
in I\'(-m-,M I\':nziu,“ Grant and Y:lpl(-«-,24 and Wiltse, Schlesinger and .lohnsunag (as well as

many others).

2. Fluctuations -—

In the previous section, the clutter signal was desceribed in terims of the average power
parameter Ty In this sceetion, attention will be given to how the clutter signal varies (a) as a
function of range within a given sweep and (b) as a function of time at a given range

In general, there appear 1o be very few data on the fluctuations in range.  However, what-
cver data there are indicate that if one confines one's samples to the small angle region tana <
& R/(c¢T/2) where the area of illumination is defined by *he transmitted waveform, the auto-
correlation function of the returned range sweep is approximately the same as the autocorrela-
tion function of the transmitted waveform. In addition, it has been observed that for small o,
the signal tends to resolve itself into distinet point-target-like echoes with substantial regions
of z¢ro signal occurring between these echoes,  This "spikyness” tends 1o incrense with (a)
decreasing grazing angle and (b) decreasing arca of illumination. Also, (c¢) this spikyness is
much more pronounced with horizontal polarization than with vertical polarization. There is
good vvidence that the occurrence of these spikes is related to the occurrence of well-defined,
stecep-crested waves on the ocean surface,

Although there are considerably more data on fluctuations in time than on fluctuations in
range, there are still fewer data than on the more casily measured L In general, it has been
found that these fluctuations tend to resolve themselves into three main regions: (a) the "fast”
fluctuations (presumably due to the beating of signals of different frequencies returned from
different elements on the sea surface moving with different velocities); (b) the "slow" fluctua-

tions (presumably due to the changes in amplitude caused by the changes in shape and orientation
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of the individual scattering clements, the passage of these elements through the area of illumin-
ation, and the growth, decay, and shadowing of these elements); (c¢) the "very slow® fluctuations
(presumably due to changes in meteorologic and oceanographic conditions).  In making measure-
ments of L the general practice is to present results which are averages over the fast fluctua-
tions, but net over the very slow fluctuations. The extent to which the slow fluctuations are
averaged out will depend on the detailed characteristics of the device used to measure 7, and on
the amount of averaging done on these measurements before presentation of the final results.
If the transmitted wavelength is sufficiently short {e.g., 10 cm). the fast and slow fluctuations
are easily d stinguishable; however, 1if the transmitted wavetength is long {e.g.. 100 cm), these
two regions will tend to merge

With regard to the fast fluctuations, there are three facts on which there is more or less
general agreement: (a) the fivst and second probability density functions are often similar to
those for a narrow-band Gaussian noise process; (b) the width of the power spectrum, or equivi-
lently, the inverse of the correlation time, varies approximately linearly with the transmitted
frequency; (c) if one assumes that these fluctuations are due primarily to the relative motion of
the scattering elements on the surface, the average relative velocity of these elements is of the
order of 0.5 to 7.0 knots. There 1 considerable uncertainty as to what general statements can
by made about the precise location and shape of the spectrum or exactly how the spectrum varies
with polarization, grazing angle, azumuth, and sca condition. There apprars 1o be some evi-
dence that the width of the spectrum 18 independent of polarization and that it 1s monetonically
increasing with sea roughness and grazing angle.

With regard to the slow fluctuations, about all that can be sard n general s that (@) con-

siderable energy may exist in the region 0,001 1o 10 cps even fo: high vranamatted frequencies;
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{b) the slow fluctuations often appear to be much more periodic than the fast fluctuations and the
density functions often appear to be less Gaussian when slow fluctuations are included; (c) the
slow fluctuations contain relatively more eaergy when the polarization ia horizontal than when
it is vertical and when the clutter is spiky than when [t i8 continuous; (d) the slow fluctuations
do not scale linearly with frequency. Frequently, the slow fluctuations, rather than being re-
garded as a subject for study, have been regarded as a source of error in the measurements of
the fast fluctuation parameters. Practically no attention at all has been paid to the statistics of
the very slow fluctuations.

Illustrations of the pulse-to-pulse fluctuation rates are shown in Figs. 25 to 28. (In Figs. 25
te 27, it has beer. assumed that the fluctuations are due to Doppler beats and the frequency scale
is plotted in terms of gcatterer velocities.) Figure 25 shows incoherent power spectra for
A = 1.3, 3.2, and 9.2 cm plotted as a function of v = fA/2 (f = observed frequency in cycles/sec,

A = transmitted wavelength). Since these spectra are incoherent (i.e., the returned signal has

not been compared to any reference signal), they contribute information only on the relative
velocities of the scatterers, not the absolute velocities. Goldstein found these spectra to be
roughly Gaussian in shape and to be independent of the sea condition. Figure 26 shows the coher-
ent spectrum for A = 3.2cm. According to Kovaly, et 31.,26 and Hicks, et a_x}.,z-’ the core spectrum
(again found to be Gaussian) was obtained for all wind directions and calm to moderate seas, and
the core-plus-whitecap epectrum was obtained for upwind and downwind runs on rough sea states
with whitecaps. The hailf-power width of the total spectrum at a grazing angle of 4° was found to
vary from aboui 2 to about 5 knots, depending upon the sea condition. There was scme evidence
that the width decreased with a decrease in grazing angle. The average downwing velocity of the
scatterers was found to be of the order of 9 to 7 knots. The result of convolving the core spectrum
with itaelf to obtainthe equivalent incoherent spectrum led to results congistent with those of Goid-
stein. Figure 27 is a summary of estimates of the root-mean-zguare spectral width as a function
of the transmitted wavelength. These estimates were computed by Pike {rom pulse-to-pulse cor-
relation data obtained at the M.I. T. Radiation Laboratory, the Naval Research Laboratory, and
the M.I. T. Lincoln Laboratory.! Of the 80 data samples considered, Pike was able to fit about

50 of them to within observational errors by assuming that the corresponding power spectrum
was a mixture of the foliowing components: {a) a spike, (b} not more than two narrow-band
Gaussian spectra, each centered cn the frequency of the spike, and (¢} white noise. Of these

50, about 30 could be fitter by white roise plus a single Gaussian component. In those cases in
which two Gaussian compenents occurred, the energy associated with the broader component was
almost aiways small compared to that of the narrower component. The resuits shown in Fig. 27
refer to the width of the main Gaussian component only. To what extent tne white-noise component
regulied firom receiver noise and to what extent from the clutier signal itself was not determined.
If one a3sumes that it was 21l receiver noise, then the chief differonce between the widthe plotted
and th® widths of the total clutter signal occurs in the elimination of the spike componeni, exclu-
sion of the spike necessarily leading tc greater widths. According to Pike's an.lysis, this spike
contained relatively little energy except st 136 crn, At this wavelength, the energy in the spike

tthe points st 1.3, 3.2, ond 9, 2 cm ore boted on doto obicined by Soldstein ond oueciates of the M. L. T. Redio-
tion Laboratory; the poink ot 24 and 136 cm are bosed on datg obtained by Macdonald and cusociates ot the Navai
Rescarch Laboratory; and the points af 70 cm are bosed on datv obtained by McGinn and essocictas ot Lincoin Lobe
orotsry. {Tha Goldsiein andd Macdonald data wers obtained by Pike and McGian through private communication.}
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exceeded half the total energy in the function for about one third of the samples.  The duta at
1.3, 3.2, and 9.2 c¢m are for vertical polarization and a grazing angle of 0.6°; the data at 24 ¢m
combine both vertical and horizontal polarization and cover grazing angles ranging from about
5° 10 20°; the data at 70 cm are for horizontal polarization and « grazing angle of about 3% and
the data at 136 cm are for horizontal polarization and grazing angles in the region 1* to 14°. As
a result of his analysis, Pike has concluded that, at wavelengths less than about 50 cm, the
width of the main Gaussian component increases with sea roughness but is independent of graz-
ing angle. At wavelengths greater than about 50 cm, he has concluded that this width increases
with an increase in grazing angle, but is independent of sea roughnes.s. {(This observation, to-
gether with the increase in the width at about 50 cm, has led Pike to conjecture that a different
scattering mechanism takes over at this wavelength.) "“emembering that the spectrum widths
reported by Hicks, et i_l_l..z-’ (2 1o 5 knots) refer to the total width at the half-power points, onc
notes that the results in Fig. 27 at 3cm are consistent with those of Hicks. The results at
136 cm are somewhat different from those reported by the Naval Research lLaboratory, deapite
the fuct that both 8ets of results are based™on the same deta, Whereas the 136-cm results in
Iig. 27 vary from about 1 to 9 knots, the root-mean-square widths reported by Ament, et ﬂ..zs
are confined to the region 1 1o 4 knots. Also, unlike Pike, Ament found the spectral width 1o be
independent of grazing angle. (Inconsidering these differences, it should be noted that, whereas
the results in Fig. 27 refer only to the main Gaussian component, the results of Ament refer to
all the components mixed together, only the white noise being eliminated.) In contradistinc-
tion to the resulis reported by Hicks at 3em, Ament found the width at 136 em to be greater for
crosswind than for upwind or downwind. Figure 28 shows the appearance of the slow fluctua-
tions for A - 4.8cm and « in the region 0.5° to 4.0° when long observation intervals are em-
ployed. The upper curve is an expanded version of the initial drop pictured in the lower curve
and corresponds to the fast fluctuations. The width D of the fast component was found to
vary inversely with frequency and wind speed, but was independent of polarization. The width
11 of the slow random component was found to be independent of frequencey, polarization, wave
height, and wind speed.  The ratio B/A, measuring the relative power in the two components,
was found to be ten times larger an horizontal polarization than on vertical polarization (0.7 on
hh and 0.07 on vv). ‘The periodic 1ail component (deseribed by the parameters G and C) oc-
curred mainly for large wave helghts and high wind speeds.  Figure 29(a<b) shows the first
probability density function for the pulse-to-pulse fluctuntions in power as a function of polari-
zation for A - 4.8 cm and long observation intervals. To the extent that the process is Gaussian,
it can be shown that these histograms should be lincar. The histogram for vertical polariza-
tion is typical of the results usually obtained when the observation interval is much shorter and
the stow fluctuations are eliminated. The fact that the graph for horizontal polarization has a
variable slope. whereas the graph for vertieal polarization does not, is consistent with the fact
that the slow fluctuations contain relatively more energy in the horizontal case apd that the
spikyness effect {8 more pronounced in the horizontal case. Additional data on both the first
and second probability density functions of the pulse~to-pulse fluctuations can be found in Kerr.“
An illustration of the spikyness effect in the range fluctuation data and its strong dependence
on polarization is shown in Fig.30(a-b). These spikes were found 1o be correlated with the oc-
currence of well-defined. steep-crested, ocean waves. Some interesting results on the spiky-
ness phenomenon can also be found in a paper by Mncdonnld.zq

—
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B. Concepts for Interpreting Experimental Data on Sea Clutter
1. Random-Scatterer Concept

One idea frequently used in interpreting the data on the clutter signal is thut the source of
the clutter ean be regarded as a collection of a large number of random, similar, independent,
uniformly distributed, point scatterers. This is the standard assumption used in phenomenologi-
cal models for describing targets that are very complex und which contain no dominant reflecior.
Aside from greatly simplifying certain computations, this assumption leads to the predictions
thut (a) the probability density functions_:gc Guussian; (b} the average power varies lincarly
with the area of illumination; (¢) the autocorrelation function of the fluctuations in range is cqual
to the autocorrelation function of the transmitted pulse.  Together with the assumption of & narrow-
band transmitted signal, it allows one to treat the clutter signal as narrow=band Gaussian noise.
This concept will obviously be inappropriate for describing the clutter when the radar has suf-
ficient resolution to resolve the irregularities on the ocean surface or when these irregularities
are correlated over distances which are appreciable with respect 10 the dimensions of the illu-
minated urea.  For digcussions of clutter signals us narrow-band Gaussian noise procegses, the
reader is referred to Korr.“ Lawson and L'hlcnbm-k.m Kelly and l..orncr.“ and MceGinn and
ke .32

For a general background in relevant statistical theory, the reader is referred to
('r-umd?r.33 Davenport and Root 34 and Bendat

35

2. Doppler-Ilmage Concept

A concept which frequently has been used for interpreting the data on pulse-to-pulse fluctua-
tion rates (already employed in presenting the data in Sec, 1I1-A) is that the pulse-to-pulse fre-
quency spectrum of the clutter can be interpreted as the Doppler image of the velocity spectrum
of the scattercrs. If u denotes the velocity spectrum of the scatterers, the fluctuation rate
(in cycles per second) of the clutter signal, and A the transmitted wavelength, the fluctuation
specetrum U(f) is given, according 1o this assumption, by U{f) - uifa. 2). The fact that the spec-
trum of the fast fluctuations scales lincarly with the transmitted frequency at the higher fre-
quencies would appear to lend strong support to th 8 interpretation for the fast fluctuations at
these frequencies. However, in view of the fact that {(a) at small grazing angles, the irregularts
ties on the ocean surface which backscatter most effectively at one wavelength are not lkely to
Y and {b) different irregularities
are likely to travel with different velocities, this confirmation of the Doppler-image interpre-

constitute the most effective scatterers for other wavelengths,

tation must be regarded with considerable skepticism.  In general, although the Doppler-image
interpretation of the fast fluctuation spectrum may be correct for a wide range of transmitted
frequencies, one has no right to assume that this spectrum will seale linearly with the trans-
mitted frequency unless one can show that the important scattering elements at the different
frequencies travel with the same veloceity,  In this connection, it i8 important 10 note that the
Doppler-image concept has frequently led (along with other considerations) to the belief that,

at the higher frequencies, the seattering-motions are similar to the orbital motions suffered by

a small particle of water (sec, for example, Hicks, ¢t a_l.“) and, at the lower frequencies, these

At small grazing angles, where no portion of the surface Is normal to the incoming energy, irregularities which
are large with raspect to the transmitted wavelength will reflect the ene-gy forward. On the other hand, irregu-
lorities which are small with respect to the transmitted wavelength will cause little scattering in any direction.
Thus the Irregulorities which will be most effective ot small grazing angles (per irregularity) will be those whose
size is of the order of the transmitted wavelength.
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motijons are similar to the phasc velocities of the ocean waves (see, for example, Ament, et g}.zs).
At extremely low frequencies (13 to ¢5Mceps), the identification of the clutter spectrum with the
phase velocities has received strong support from the work of (.‘rombic36 and Stutt, Fricker,
Ingalls and Smne37 (sce diffraction-grating concept in Scc. Il[-B-5.)

3. Interference Concept —

Another concept which frequently has been used to interpret certain aspects of the clutter
data is that the rough ocean surface can be regarded as 1 smooth ocean surface with scatterers
elevated above it,  Insofar as the return from cach scatterer can then be thought of as consist-
ing of a dircet and reflected ray as discussed in Sec. I, this concept has proved useful in inter-
preting the results on the average power at small grazing angles, as well as the occurrence of
spikyness at small grazing angles. According to this concept, the variation of o, with a, A,
und p is interpreted in terms of ‘he variation of the interference pattern with these variables,
and the variation of . with ¢ is interpreted in terms of the height distribution of the scatterers,
Thus, for exumple, assuming that the polarization is horizontal (so that the reflection cocefficient
I - 1), the eritical angle a, below which L falls off rapidly with decreasing « is interpreted
as the angle at which the bottom lobe in the interference pattern becomes too far removed from
the surface 1o be averaged out by the height distribution of the scatterers. The fact that a,
increases with A then follows directly from the fact that the height of the bottom lobe increases
with . The differences between horizontal and vertical polarization are interpreted in terms
of the differences in the interference patterns implied by the differences in the reflection co-
efficients for the two polarizations. In general, the return on vertical polarization tends to be
stronger because the phase ag of the reflection coefficient is such that more encrgy exists at
points close to the surface. As A deereases or the scatterers are raisced higher above the sur-
fuce (corresponding 10 an inerease in sea roughness), more of the interference pattern tends to
be averaged ont and its value at points close to the surface becomes less erucial, For very
small A or very rough scas, the phase of the interference pattern {determined by the phase of
the reflection coefficient) becomes irrelevant and e, deponds only on the average field strength
{derermined by the magnitude of the reflection coefficient),  Finally, the spikyness effect which
oceurs at small grazing angles (where the area of illumination is actually the largest) is exe-
plained by the fact that when the bottom lobe is sufficiently far removed from the surface, only
those scatterers with exceptional height will be lllumlmled."r

In Goldstein's original discussiun” of possible theorics for explaining the behavior of o,
he considered the interference concept only in connection with the assumption that the scattering
clements were droplets of water actually separated from the water surface.  This theory (the
so=-called "droplet theory”) proved ugeful for explaining the polarization and grazing angle dee-
pendence of o, but failed when the frequency dependence was considered unless it was assumed
that the drops were comparable in 8ize to the transmitted wavelength. (Goldstein also puinted
out that the polarization dependence was greatest in calm weather when the drops were least
likely to occur.) In the opinion of many workers in this field, it is possible to ratain the forward-

scattering postulate without assuming that the scattering clements are drops.  There is no reason
1To the extent that the reduction in sea clutter achieved by using horizontal polarization and large A can be ex~
plained by the interference concept, these clutter-rejection techniques should be regarded as special cases of the
ETl concept discussed in Sec. ll=D. According t the interference concept, these techniques ore effective in re-
jecting the clutter because they null-out targets -t very small altitudes.
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to believe that forward scattering does not play an important role even when the scattering cle-
ments are irregularities on the surface itself. A more serious problem, perhaps, independem
of the scatterers' identity, 1s the assumpticn that the forward-scat'ered energy can be represented
in the same way as for a surface which is smooth. This is obviously an extremely artificial as-
sumption and, at best, represents only a very crude approximation. (In defense of this approxi-
mation, however, it should be noted that in most of the models which constitute serious attempts
at constructing real physical theories, the question of muluple reficctions is ignored entirely.)

In order to 1llustrate the application of this concept to the experimental data, assume that
(a) the scaiterers are statistically independent and statistically 1dentical; (b) the scatierers are
distributed uniformly over the 1lluminated area with a density n; (¢} the earth-modification fac -
tor §. and the cross section a of a single scatierer are independent.  Denoting the ensemble

average by a bar and making use of Eq. {9} for K, one can show that

(16)

where

!
g *U!O’z

22 114 K expmaw i

2
=3

14 IR+ K + 2Re [K? exp(=2iwD) + 2K(1 + [KIS exp(-iwD) .

Assuming furchermore that (d) K and & can be approximated by K I'and & 2a B (H being

—s
the height of the scatterer), one cun rewrite the equation for [ E° as

{L-ZIZ =1+ lr]“ + 4|r|"' + 2Re [r‘Z exp{~-4i¢) + 2I'(4 + ;I :zs exp(-218)] (47)

where £ - wall/c  2xal A and the averaging operation applies 1o the variable H. Assume now
that the set of probabiiity density functions {pr(l!)}r on H corresponding to the set of sea con-
ditions ¢ is a une-parameter f."v.mll__'_" in which ¢ach member p, 1s determined h};i_h(- mean vilue
H. and the higher order moments H" are related 1o H by equations of the form H" Bnl—i” with
“n imdepeadent of 7. Then IIC{Z will depend on A, o, and ¢ only insofar as they determine the
produc? T 2rali/at Tms dependence can be desceribed explicitly by expanding exp{ -21¢) and
exp{-2i¢) in power series. averaging each term with respect to Ho and then replacing u" by
Bnﬁ". Assumung that 7 is small and that the scatterers are ¢losc 10 the sutlace with respedt

7
to variations in the inierference pattern, one can approximate |17 by the first few terms of

this series  faoing to the other extreme and agsuming tnat ¥ oas large and that the scatterer
. . YA _— o2 . .
heights cover a number of tobes. one obtains LB 1+ 1 4 Assuming thar 1 1

{horizonial polarization), one has

i e &

tNote thai the variaole £ is nothing more than the classical Rayleigh roughness paramater often used for decid-
ing wnathes or not a surface is “rough.”
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when p, (H) - % exp(-— %) OcHgwo . (49)

|I£|Z =23 -4 exp(- 122) + exp(—41r'£2)l

when p,(H) = == expl-45) ogHg» . (50)
¢ »N 3!

Returning to a general T' for use in vertical polarization and assuming that pr(ll: - (1/1) cxp(‘ll/ﬁ).
0 < H £ », one obtains

ZII‘IZ(cos 20 + 4E sin2oy)

lEP -1+ (v} +a|r % —
1+ 16¢

4irj(1+ “'lz) (cos o + 2t sinep)
3

e 4_{.?_ (51)
If attention is restricted to horizonial polarization and the variation of o;, with A, a, and ¢ is
ignored, these resulis imply that %, is a function of £¢ = 2rali/A. For small §. one obtains
o, E4. For large ¥, one has o, = t°. These results are substantially consistent with the
data except for (a) the behavior of o, above the critical angle a, and {t) the behavior of g, with
A and ¢ above the critical angle o 1 before "saturation" In addition to these two major dis-
crepancies, the first of which is important only if one is interested ir grazing angles a > 20°,
1 ¢ (/™. n 1, the data
indicate that n may be anywhere between 0 and 1, and (d) whereas these results predict that

one should also note that {¢) whereas these results predict that a

L a® n-=0, fora>a g the data indicate that n may be anywhere between 0 and 2. In gen-
eral, there are two attitudes which one may assume toward these discrepancies: one can con-
clude that these results are inappropriate or one can regard these discrepancies as constituting
data on ¢ . On the whole. those who have been concerned with this concept have assumed that
the discrepancies constitute data on o;).
In the discussion of the experimental data, ao(a) for a < @, was characterized by the plateau

level %50 and the critical angle o 1 An equivalent characterization can be effected in terms of
the interference concept by use of the parameters a;) and H. In general, the most effective way

- . : e
of characterizing a oo(a) curve in terms of these parameters is to overlay the |E|” curve and
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to evaluate o(') and H by sliding the |E§Z curve along the abscissa and ordinate until one obtzins
a vest fit. The results of applying this pro~edure jusing Eq. {(38}] to ihe datu in Fig. 18 are shown
on Fig. 18 by the smooth curves. (Thesze fits are betier than averag..) Similar fits {using Eq. (49))
were obtained by Goldstein.14 A slightly different technique, but one which constitutes an essen-
tially equivalent test of the interference mechanism, has been employed by Katzin 23 The values of
o, and H obtained from the fits shown in Fig. 18 are given by H(A = 70 cm) - 4.91t, THA = 10em) =
2.41¢, o(')(k = 70cm) = -52db, and a(')(\. * 10cm) = —44db. Inasmuch as | E! 2.6 for large E one
finds that o(') is related to o o0 by o[, = o, 0/6. The relation of H to a4 will depend on the precise
definition of o 4 Defining the normalized critical angle ¢ " in the I?|z curve by ¢ . ¢.5, one cb-
taing a, = 0.98 A/H (corresponding in Fig. 18 to lr.)gr,a1 : = 1.4 for the 70-cm curve and loga,=-1.9
for the 10-cr curve). In general, in the writer's exparience, the values of H obtained from
this fitting pro-ess are related to the reported wave height H by the inequality 0.2 < ¥I/8 < 2.
Inasmuch as the observed exponznts in the relations a, = A" and o Lt /'ﬁ)n are sometimes
less than unity, H will sometimes exhibit a small dependence on A, increasing with an increase
in A, and the variation of H with 11 will somctimes be less than linear. According to the model,
one would expect that, in general, il would be correlated with the distribution of the heights of
the large waves and the cnaracteristics of the macrostructure, whereas az) would be correlated
with the state of the fine structure superimposed on these waves and with the momentars local
wind conditions.

The theoretical curve in Fig 22, originally computed by Goldsiein. is obtained f*om the
above mede} b_:-__:_sssuming that a;) is independent of polarization and computing the ratio eo(vv),"
qo(hh) = [ Etvv) 2/1E(hh) |2 as a function of H {using Ea. (51)). Considering the scatter in the

data, the fit is reasonably good. Although the values of 1l required to fit these data appear un-
reasonably small in comparison to the values of H obtained from the cri‘ical angle data, it
should be noted that all values of the theoretical polarization ratio are approximately the same
for H >0.5ft. Unfortunately, if one attempts te make the same sort of comparison using
Macdonald’s data, the results are not nearly se satisfying. Specifically, one finds that tie val-
ues of H reawired to fit the polarization ratic data {a} increase with a decrease in grazing angle,
ib) increase with an increase in wavelength, and {c) are, without question, considerably smailer
than those required to fit the critical angle data on horizontal or vertical polavization taken alcne.
(The increase of H with A obtained from these data apprars to occur at approximaiely the same
rate as the increase of H with A obtained from the critical angle daia.) The problem implied by
the relative smaliness of It and the increase of H with 2 decrease in grazing angle can be re-
stated as follows: if the values of e, above the critical angle a, are the result uf the scatterers
being distributed over a whole lobe of the interference pattern so that the interference effect is
averaged out, then why are the resulis on vertical pularization stili greater than the results on
horizontal poiarization when the grazing angle is larger than the critical angles for both polari-
zaticns? if there i5 any difference at ail between the two polirizations above the eritical angler,
the results on vertical polarmzation should be smaller. As far as the writer knows, these limi-
tations in the interference concept for explaining the polarizaticii-ratio data were first pointed
out by Macdonaid.

One further point concerning the interfvrence concept involves its relation 1o the pulse-to-
puise fluctuation data. According 13 the interference assumption, one component in these fluctu-
ations should arise from the Doppler beats beiween the direct and indirect rays. Inasmuch as
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the rates of these beats will be proportional to o, these rates should be slow for small a and
increase as a increuses. Also, to the extent that the identity of the scatterers is independent
of irequency, one wounid expect these rates to scale linearly with frequency. The results by
Boring, &t a_n_l...“ which indicate that the width of the slow fluctuatior component is independent
of frequency at small grazing angles implies that this source of fluctuations is relatively un-
impor tant.

4. Facet Concept

In the three concepts mentioned above, no attention was paid to the problem of specifying
the detailed reflective properties of the scatterers. Thus, the above concepts are, at best,
only capable of providing a framework for interpreting the data. Some work on o, Which takes
account of the interference concept and goes on to consider a specific model for the scattering
elements themselves is contained in the work of Katzin.z?’ Assuming that the ocean can be re-
garded as a collection of flat plates (or "facets"} of varying izes and slopes, Katzin draws the
following conclusions. At small grazing angles, where none - € the facets are normal to the
incoming wave, the facets which backscatter most cffectively a. e those having a perimeter of
about A2 and the backscattering of a facet increases about as the square of its slope (thus mak-
ing the wave crests of special importance). At large grazing angles, the facets which back-
scatter most effectively are those which are normal to the incoming wave and which are large,
the angular variation of o:) being determined primarily by the slope distribution of the facets.
When the grazing angle is small, a;) is proportional to wind speed, but when the grazing angle
is large, a:) is inversely proportional to wind speed. At small grazing angles, the frequency
dependence of aé is determined by the size distribution of the facets. As far as the writer knows,
Katzin has examined the implications of this model only for the average power in the clutter sig-
nal. Some resuits relating the facet concept to irregularities actually occurring on water sur-
faces can be found in the papers by Sc:hoolo;-y.38

5. Diffraction-Grating Concept

One further concept, based on the Doppler-~image notion, which has proved extremely useful
for interpreting the frequency shift in the coherent clutter spectrum at extremely low frequencies
{13 to Z5 Mcps) ig the diffraction~grating concept first applied by Crvmbie% and later applied
by Stutt, et 93.37 Assuming that the wave trains which will contribute most strongly to the clut-
ter signal are those which are traveling toward or away from the radar and have a spacing [
equal to one-half the electromagnetic wavelength A, they have been able to predict the Doppler
shift in the returned signal to a high degree of precision by use of the classical hydrodynamic
formula v = (gL/Z:)i’ 2 relating the velocity v of a gravity wave to its wavelength 1. (g being
the acceleration due o gravity). According to this model, the Doppler beat frequency between
the tranemitted and received signals is given by f = 2v/A = (g/rl)‘/ &, More recently, Runzi”
nas shewrn that thig concoept 18 applicable to frequencies as high as 415 Mcps, but as one would
expect, iz not spplicable at a frequency of 6800 Mcps.

C. Forward 3eattering from the Ocean

According to the previous discussion, the radar designer needs to concern himself with the
effects of surfact roughness on forwavd scattering for two reasons: (1) in order to be able to
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incorporate these effects into tue earth-modificition fartor E nseded for describing the signal
returned from a target. and (2) in order tn he ahle ta incorporate thezs sffects o various
models used for describing the clutter signal (such as the "interference concept” described in
Sec.Ill-B-3), Inasmuch as the height of a ciutter backscatterer above the mean susrface is or-
ders of magnitude smaller than the heigh! of an elevated aircraft target, the effects in the twc
cases may be radically different. Unfortunately. to the writer's knowledge, there are no data
available which can be used with confidence in the clutter models. Aside from the usual dif-
ficulties encountered in scattering experiments, in this case one is faced with the additional
problem: of having to explore the scattered field at heights above the surface which are of the
same order of magnitude as th2 heighis of the irregularities themselves.

As far as the effecie of surface roughness on the target signal are concerned, although a
certain amount of relevant data exiats, much of it suffers from the same sorts of inadequacies
as one finds in the clutter data (e.g., inadequate specification of the sea surface). In addition,
since most of the forward-scattering experiments employ only one-way propagation, to the ex-
tent that one is concerned with the radar problem and not the communicatica problem, one is
faced with the further difficulty of having to convert the statistics of the one-way signal to those
of the two-way signal. Ailthough, theoretically, all the information which is needed for describ-
ing the two-way signal can be obtained from the statistics of the cne-way signal, in actual prac-
tice, the amount of information available on the one-way signal is often insufficient for this pur-
pose. For example, even if one assumes that the polarization of the antenna is pure-horizontal
or pure-vertical, sir.ce the slope of the ocean surface is variable, in order to obtain sufficient
information through a one-way experiment to describe the two-way signal, one will have to take
data on all four polarization co.nbinations hh, vv, hv, and vh.! In addition to this need for in-
creased polarization information, one is also faced with a need for increased statistical informa-
tion in the form of higher order moments. For example, in order to obtain the average value of
the target signal, since the II path involves two refiections, data are required on the average
value of the square of the reflection coefficient as well as on the average value of the reflection
coefficient itself,

Aside from the problems encountered in trying to determine the two-way signal from the
results of one-way experiments, the forward-scattering situation differs from the clutter situa-
tion in that, whereas the clutter problem can be treated as a random noive problem [see the
*random-scatterer concept® (Sec.Ill-B-1)], the forward-scattering problem must be treated as
a signal-plus~-noise problem. Thus, in the forward-scattering case, the statistics tend to be-
come more complicated.

Until the last few years, the asual means for describing the effects of roughness on the
forward-scattered energy was to assume that this roughness could be accounted for by replac-
ing the smooth surface reflection coefficient I' by an “effective reflection coefficient® I and
evaluating lf‘i by measuring the amplitude of adjacent maxim:a and minima in the interference
pattern. Defining K by K = RIrg (Ig,()/(R + A}g (D)g(D), and K by K = (I'/T)K, one zan

1C. 1. Beard, in o privale communicetion to the writer, has pointed out that an expstiment by the Univenity of
Tenos ot X-bend showed the crom-polerizod components 10 be dewn from the similerly aligned components by
more than 20 db, If #his result is velid for oll frequencies end el! sea cenditions, then one can probebly ignore
the crom-polerizod componante,
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evaluaie ff” from mesagurementg nf the one.way rangh surfacs earth-meodificating foctor .t t(

mente of the one rough
exp{~iwad/c)hy the equations | K| -(lﬁ!max !ﬁlmm)/(lﬁlmax + mlmm)and 1% = [r{iR}/IK].
The results obtained in this manner show the following characteristics. For very smooth seas,
the resulis on both horizontal and vertical polarization follow the smouth surface theory tc
within experimental error. As the sea becomes rougher, however, wheress the results on
vertical polarization still cluster around the theoretical curve for a smsoth surface and evidence
only & mild degree of scatter, the resulis oa horizoniel polarization {all below the theoretical
curve {i.e., below unity) and exhibit a high degree of scatter. A typical resuit {llustrating these
characteristics is shown in Fig. 34(a<b). For a summary of this esrlier work, the readar is re~
ferred to Kerr. 14 Resuits similar to those shown in Fig. 3t have been obisined more recently by
Macdonald for a wavelength of 24 cm (unpublished datu}.
In the last few years, substantiai advarces have been made i this field through the efforts
of the Applied Physica Laboratory (APL} at Jchns Hopkins University ard the Electrical Engineer-
ing Research Laboratory (EERL) at the University of Texar. This work has been well summa-
rized by Beard40 and will be discussed here only briefly.
Let

YD = complex modulation of signal received along direct path

YI = complex modulstion of forward-scatiered signal

YT = Y + YI = {otal received signal

YI average value of Yx

= IYI - ?II = power in the fluctuations

ﬁ = root-meann-square wave height

¥ = grazing angle

A = transmitted wavelength,
The model used by APL and EERL for proccssing their data assumes tha! the components of the
fluctuuting signal Y1 - ?I are statistic;ﬁy independent random variables witk Gaussian density
functions of mean zero and variance ¢ . (In other words, the siatistica of tha forward-soattered
signal are assumed to be equivalent to those which would srise if one took the backscattered sig-
nal as described by the random-scaiter concept mentioned in Sec,. HI-B~1 an< added a sine wave.)
The steady signal -Y'l is referred to as the coherent component and the flurtuating signal YI ’?I
(assumed, like the clutter signal, to arise from a large number of indepencent rendom scatterers}
is referred to as the incoherent component.

The results obtained on the normalized coherent and incohereni tevms !?‘;S/ [¥pTl and ¢/
IYDPI are shown in Figs. 32 and 33, respectively. These graphs cunmsin dats for both horizontal
and vertical polarization and for wavelengths of 5.3, 3.2 and ¢.9cm. Some of these daiz were
obtained by measuring the total field Y’l‘ and extracting information on Yy through the use of the
maxima and minima in the interference pattern, and some by messuring the forward-acattered
field YI directly through the use of antenna patterns with a i:igh degree of vertical resolution.

The distance betwszeh the transmitting and receiving antennas was 3425 ft and the range of values
of H encountered (obtained from atep-gauge recordings) was 0.42 to 0.73ft. The curve in Fig. 32
is the "classical® coherent theoretical curve

y= exp(-822f1%% %

This curve is based on the assumption of & Gaussian distribution for the height of the water surface
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and has been derivad by many writers (some of whom are referred to in the paper by Beckmanns).
It takes accouitt merely of the phase differences in the indirect rays caused by variations in the
reight o{ the surface. {The more general resulta which have been obtained frequently include

this resuit as a multiplicative factor.) Assuming that the da‘a on the coherent term are obtained
from a total field measurement, one sees that these data differ from those shown in Fig. 31 as

follows: whereas in Fig. 31 the Crta were obtained by measuring | Y + Y1l max 804 [ ¥p + Yl it
the data in Fig. 32 were obtained by measuring IYD + ?Ilmax and IYD + ?llmin' Apparently,

when the procesaing is done according to the latter procedure, the difference in the effects of
roughness on the two polarizations tends to disappear.

One should also note the approximate equivalence of the following three angles: (1) the
angle &t which the theoretical coherent curve begins to fall below the coherent data; (2) the an-
gle at which the experimental incoherent curve reaches its moximum; (3) the critical angle a,
in the backsacattering cross-section data (see Secs.IlI-A and -B). The equivalence of the first
two angles led Board to suggest that a common mechaniam was responsible for the changes in
behavior which occur at this angle in both the coherent and incoherent terms of the forward«
scattered energy and that multiple reflections might be important. The equivalence of both these
angles with the critical angle a, in the backscatteru;g data, and the success of the interfer?nce
concept in explaining this critical angle, lend strong support to this statement. Assuming that
the independent-random-scatterer model is correct for both the incoherent forward-scattered
enargy and tho backscattered energy (all of which is incoherent), one sees that the only difference
between them should result from the angular variation in the power cross section of an individual
scatterer. If one assumec that the interference concept can be applied to the incoherent forward-
scattered energy in the same manner as it has been applied to the backscattered energy (i.e.,
assume the incoherent forward-scattered energy arises from a configuration consisting of ran-
dom scattercrs elevated above a amooth reflecting surface), then the data on the incoherent
forward-scuttered energy can be processed (after appropriate normalization) in exactly the
same way &8 the data on the backscattered energy. The differences in the power cross section
of an individual scatterer in the forward and backward directions will result in differences in
the value of o:,.

One very surprising result odtained on the incoherent forward-scattered energy is that this
energy, like the coherent energy, appears to come mainly from the first Fresnel zone. Inas-
much as the Fresnel zonea are defined in terms of phase differences and the incoherent energy
results form a random phase addition, ‘Jlll result constitutes a remarkable coincidence,

In addition to the data on |¥,| and | Y, - Yllz. this project also obtained considerable data
on the power spectrum of the fluctuations in |YT| = IYD +Y;|. Two important results obtained
on this spectrum were (3) the spesctrum was independent of polarization and {2) the spectrum was
very closely correlated with the spectrum of the ocean waves.

Fer further details on this work, the reader is referred to the paper by Burd‘o and to the
references ciied in his paper,

1V. SPHERICAL-EARTH FORMULAS

In predicting or evaluating the performance of airborne radars, one is frequently faced with
a problem in which the earth's curvature is a significant fact that cannot be ignored without in-
troducing serious errors. It has often been assumed that just because the altitudes cf the radar
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and target are small with respect to the ruaaius of the eerth, this curvature is of minor impor-
tance and need not be considered. Actually, of course, na matter how small the altitudes ure,
there will always be a horizon, and the curvature will always be important in regicns near that
Lorizon,

A. Functions to be Computed

Assume that the energy scattered forward to the target can be represented by a single in-
direct ray reflected at the point of specular reflection. Let the variables hy. h,, R, Mi’ M,,
d,. d,, 1.1y, hy, hy. By, By ¥y %, 8. 4, @, 6, anu e, he defined as in Fig. 34, and let
A=M,+M,-R, r= rytr, d= d1 tdy), 026,16, a-= modified earth's radius, 7 - diver-
gence, A = area of illumination, and Ro = horizon range. Assume also that the locations of the
radar antenna and target are constrained to a fixed vertical! plane and that their orientations are
fixed. The variables which need to be evaluated in order to duscribe the total received signal
are then R, 4, 31. ) BZ’ Y+ 9.8, a, A, and Ro. The first eight are peeded in order to
describe the target signal, the next three in order to describe the clutter signal, and the last in
order to determine the range at which the geometric situation becomes degenerate The two
vertical-~olane coordinate sysienigs which ar> most frequently used for specifying the relative
locations of the radar, target, and earth, an¢ which serve as independen. variables for this
evaluatior, are ‘:'1’ hZ' a) or (hi, hl' R). Inasmuch as R and d are related by the relatively
simple (a ' exact) fornwuia

RE-w 40P +0 +h® ~2(a 4h)la +h, cos (3 (52)
1 2 1 2 "

which of these coordinate systems is actually used for this purpose is of little importunce. In

T =~

Fig. 34, Spherical-earth parometers.
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addition to these functions, all of which are required in order to describe the received signal in
terms of the relative locations of the radar, target, and earth, one may also need to evaluate
certain functions in order to describe the location of a target i terms of the received signal.

‘Two functions of potential interest in this category are the heighi-finding functions hz(h 1 Yy R)

B. Functions Ro“‘l'hz)' 8(hy, R), a(hy,R), 7‘(h1, hy, R), and A(hy, R)

The exact equations for these functions are aa follows:

- ed/2 2.4/2
Ro(ha'hz) = (?...h1 + hi) + (z.h2 + h?_) (53)
. fn,  RE-n?
8hy R)="in " IR ¥ ZR(a +hy) (34)
o [p, RE-ni
a(hi' R) = 8in "~ IR {55)
2 2 i g2
2(h, ~h,)a+hS=nl+(-1)'R
- i+1 . -1 2 ™M 2"
-1 1 ~co08© ReT czTZ
Athy, B =cos™ f1 - (L2 @) (—er) (RET, € ) (57)
cos § 1

In this last equation, ©® denotes the Lorizontal beamwidth of tlie antenna in the directicn of the
clutter, c denotes the velocity of light, and T denotes the transmitted pulselength. This equa-
tion assumes that A is defined by the pulselength rather than the vertical beamwidth and that

the illuminated region consists of a section of a lune. The first factor is the projection of 8 on
the surface of the earth.

For many purposes, Eqgs.(53) to {57) can be replaced by the following approximations:

- 1/2 1/2 /
R (hy, hy) = (Zah,) © + (2ah)) / h/s small (58)
hy {  R® ;. i
8thy,R) = g {1+ -2-.'5; h,/e , ni/R small (55)
h, Rr2 )
a‘hi,R)= --R—(i— 2‘:‘{;) hi/“' ht,Rsmall (60)
. .qh, =h i o2
ittt {2 (-4 R
viihyg by B) = (1) ( R ) [’ oz, — by h/e, (02 —nli/R? aman (64)
Ath,,R) - RO G seca hy/. R/e, cT/4R, 6, a smoll . {62)
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C. Functions Mhl’ hz, R), w(hl, hz, R), Bi(h}.’ hz, R), and Q(hl, hz, R)

These functions, all of which involve the indirect rzy to the target, are much more difficult
to compute than those considered in Sec.IV-B., A number of approaches to these functions will
be considered.

1. Exact Equations

b 2 .2 24/2
Letting Bi =1+ - and Ci = (a s8in"yp + Z"hi +h, )/, one can derive the following exact
equations:
di = aei d= a0 ‘63)
' = a - a )
hi (« + hi) cos ei (64
r = (a + hi) sin Y, (65
M, = (r2 + nt})/2 (66)
i i i :
A= sy s P12 o2 4y - ny2) 2 (67)
1 2 1 2
h! hY + h!
¥ = tan~ (-—i) = tan”’ ( i 2) (68)
£ r
B, =6+ (69)
(« +h,) (a + b)) 5in® 2M M -1/2
. 1 2 . ) 170)
..(M1 + Mz) coB8 ¥ .-(M1 + MZ) siny .
2 2
4B2B7 cos*e, - (4B,B7 + 4B]B, caz0) cws®e, + (B] + B + 28,B, cos0
2.2, .2 2 2 2 .2 2 .
—4Bi Bz) cos ei + (48132 cos © + ZB,B2 sin"© + 451 BZ cos 0) _osei
+(13i21322 sin’e - B} cos’@ ~B. ~ 2B,B, cos @) = 0 (74)

2
B2 sinle, + B, o0, — 1) (B2(BZ + 1~ 2B, cose,) ~ BZ sinle,) /2
-1 1By 4 * By 1 213y 1 g ~ By 1
6, = co3 3 e § {72}
BZ(Bi + £~—ZBi cosei)

M, = C, - «siny 73)
C.
- -1 i
R = (M f + m:z 5 234, M, cos 20/? (75)
1
hir (76)

tan@, = 7, 5
t (h‘i + nfz) {« + hg)
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Equations (52) and (63) to (71) are sufficient to compute &, ¥, p 0 and 9 t0 any desied accuracy.
Starting with h,, hZ' and R, one must solve (52) for d, d = a© for 6, (71) for 6, 8=6,+8,
for ez, (64) to (66) for hi, rp and Mi’ r=r, + r, for r, and finally, (67) 10 (70) for 4, §. p!,
and 9. In general, this procedurz will be very laborious since (7%) is a quartic in ¢80, A
much simpler procedure which can be usec if cne does not need to evaluate &, £ A& . agd. D 2

a specific point (hi' hz, R) but only to plot a curve of these functiors for variable th " hz, R), is
to start off by choosing (h‘.hz. 61). compute @, by (72), © by © = 6,+06, dby d = a6, Rby
{52), and then continue as before, A zecond such method, based or the parameter ¥, is to be-
gin by choosing {h,, n,, ¥), compute Mi‘ B;, and R by (73) t0 (75), A hvA =M, + M, - R, d by
{52), © byd = «8, and 9 by (70).

2. Approximations Basad oa Cviic ind i

Assuming that hi/‘ , di/‘ , and hi/di are small, one car replace Egs. (52), (64) t. (68), an2
(70) to (72) by

R=d (7
di?‘
f: -— ——
hij=h -3 (78}
r = d (79)
M, = g, (80)
2h,h, ( df )( dzz ) (
A= - g - 81)
d Zh, Z.h,
h,  d,
=tan~d {1 _ L
¥ = tan (d. 2.)
1
2 .2
h, +h a%.a
R LSA N Y
= tan ' ) {i Z.(h1+h2)” {(82)
20,4, -1/2
o= (14 =5) ®3)
2d3 ~3da? + (d® ~ 2eh, —2.h.) @, + 2ah, d = 0 (84)
1 1 «Mq “Bpl Mg T eey BT
af—z..h1 (df-z.hi)" 1/2
d, = + + 2h (85}
2 2d, wal 2
1
if h! » hz. Eq. (84) has the solution
d, = % -pcos(ﬂ-};—!) (86)

where

p= ;;’7—5 [« (by +hy) + (37112
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@< cos™? [Z--—-—-—----—“d(h__;z '.l.!.;.
p
in the remaining discussion, whenever an equation based on (84) is considered, it will be as-
sumed that h, 3h,. When h s < h,. the appropriate equationg can be derived by iaterchanging
1 and 2.

These approximations are essentially the same as those used at the Radiation Laboratory,
and a considerable amount ¢f work has been done with them by many people. (See, for example,
Fishback in Kerr“ and, also, Burrows and Attwood.“) Not only have a number of transformn-
tions been found which normalize the variables in guch 2 way that the amcunt of computing is
considerably reduced, but much of this computing has already been done znd is available in
graphical form. For example, Burrows and Attwood have us.Jd the transformation

b={d, - dz)/(d g +d,) (87)
¢ = (hy = h,)/(hy +h)) (88)
m s d2/4.(n, +hy) {89)

to transform (84) into the simple cubic

c=b+bm(i-bd (90)

and have plotted a graph relating b, m, and ¢ (see Fig.35). The curved contour on the right
side of this graph is determined by the horizon and represents the intersectionof ¢ = b ¢
bm{i ~ bz) and ¢ = 2mb. In order to compute 4, », £ 1 and 9, one now need only to compute
m and ¢ by Eqs. (88) and (89), obtain b from Fig. (35), obtain d, and d, by Eq.{87 and d =
d, +d,, obtain 4, §, and 9 by (81}, (82), and (83), and obtain B byd, = a6, and {69). Ail these
operations can be performed quite rapidly. Burrows and Attwood have also used the transforma-
tion

s= %!- u= ;2- vs= ———d‘—/-i

1 (z°h1)

and have plottad graphs of s(u, v), &{u,v), and 9(u,v). Fishback, on the other hand, has used
the transformation

T = (hz)‘/z S = d 5 - — (91)
h, 2ah V7Z 4 22072 i (z..hi)IJ : -
Letting
35, = 1-shu-sh (92)
2. .2 2
(1-s2+ 181 ~53)
K{S, T) = i —% {93)
14T

one can rewrite Eqs. (84), {£2), and {83) as

%
i
;
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Fig.35. Graphicol solution of cubic, (After Burrows and Attwood.¥1)
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2h h
Az—*lﬁ&T) (94

h, +h 1
¢=aa‘{43~émar: (553
sls,r V2
D=1+ ) (96)
Sti - S5 (4 + T

Graphs of J(S, T), KIS, T), and S, T) are aveilable both in Kerr® and in Fishback.?

3. Approximations for Small h,/h,

Another set of approximations ts &, . § I and © which is of use when considering targets
very close to the surface is the following. Assume that h4, d,/<, hi/di' end hy/h; are small.
Then

h 2
h 2
P | R
8 =8° R (’ * z.h,) 58}
d,=-ae+ a2+ z.hzy’/z (99)
o2
a=2a (hz - ;f-) (100)
2d,\4/2
9= (1 + -;;z . (104)

In the event that h, << az e, then d, reduces tc 4, = hz/a, and & and § can be approximated
by & = 2ah, and 9=1.
4. Series Expansion of h} in r/e

One further method for approximating these functions is based on the expension of hi in the
varisble >/a:

»
(i) Iy
h; = z ‘n (h‘o hza ‘) ":)
n=0
A . 4 2, ,4/2 2. ~4/2
ssuming hi/‘ is small, replacing cos©; by i1 + tan" ) in {64), expending {1 + tan"©,)
in a power series iu’mn2 ei. and applying (76} to eliminate tan ei, one is lead to the expression

Far g RES L

B \2 no\4
o s 2,3
hi = hi - .2. ..-;—;‘_s;) (':-.) + I !(mi s ) (:)‘ L JU . {102}

LR P

Replacing h; on both sides of this expression by the sbove series and computing the first five
coefticients a'(‘”. oue obtains the approximation

B s




arl thZ +hd -nm, +n,)jh et
. i _ % = g Wiy WA (103)
“t - "i
; | h(h‘+hz}z 2. (n‘nz)s
g The closer one comes to the horizon, the more terms that will be needed for a given degree of
1 accuracy. The corresponding approximations to tan y and cos ©, [using (64) and (68)] are given
4 i
1_ by
¥ s 2 2 46
. h'r [h + h (h +h)ih’r
;‘ co-eirs-—z-L——? 1 h‘ 4 ;—!— (104)
5

teny =

h‘+hz[ mZ+n}) e J Byl - h o8
r L]

24(h, ”;';s‘ 2e (n,uz)‘_

If (b} + by)/r ic small so that (67) can be replaced by A = 2hih; /r, & can be written

A= Zh‘hz [‘ 2 h‘hzr

(406)
r z.m, +h,) 4. z(h‘ + th

Expressions for other variables can be derived similarly.

wr aens e

5. Approximations for Smali ¥

Using Eqs. (75), (75), and & = M, + M, —R, and assuming that ¢ and |(C, —C,) tans|/(C, +
Cz-Z. siny) are small, one can approximate R and 4 by

e Mo £ i

P4 v eass v o

ch, +CZ—Z.¢ (107

a= (Ré¥/2) (1 -(C, - C,f/R}] . (108)

Y, in addition, h;/e snd ozclhi are small, then

R= (z.uiz’/ 2 4 2aby? 249 + 6 20%/2) 2en V2 4 2abyy -1/2 (£09)

1/2 1/2 1/2 1/
R 2eh +{2sh,) -R 2ah ) - (2 h
(2 eh /% ¢ ¢ 3 1’! [« (2e )’n ' 410

Equations (107) and (108} are sccurate over a wide range of intersst. Egquations (109) and (140)
are of use only in regions extremely close to the horizon.

1. hy(h, ¥, R)
The exact equation for this function is given by

hy==a+t{le +h,f +R% 4 2R(s +1,) ww,;‘/‘ (144}
1fh,/a, h,/R and (R + 24 (b, + R siny,)}/a % are small, then
h, =h, + Rsiny, + R¥/2. . {412)




2. h,(h,,4.R)
o 3

Referring to tha transformation (94) and defining $' by §' - d/(?.;.hi)i/?', cnc has S = 8/
{£+T). Thus, N = T? J{S, T) = Ad/'th can be regarded as a function of S and T. Since hy.
4, and d deterrine N and $', the problem of determining hz(h‘i' 4, R) is equivalent to solving
N{S', T) for T. A graphical solution of N(S', T) is available in F‘ishback42

Another method for determining hz“’r A, R} has been uerived by McCracken.‘i3 Substituting

@
hy = ana-n into (106) and evaluating the coefficients a,. ore obtains the approximation
n=0
rd [ x‘z hfr4
"2 7 %, “z.(h i 59—74 2 ra\! (1
l 17 2R, ) 4e (h ot E'h-;)

For a more comprehensive discussion of spherical-earth formulas, the reader is referred
to the report by Durlach, et g_l_.é'i This report contains additional exact equations, additional
approximations, detailed graphical comparisons of the approximations with the exact equations,
and finally, a large number of graghs computed by use of the exact equations.
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